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Journal of
Heat Transfer Guest Editorial
Recent Research in Molecular-to-Large-Scale Heat Transfer With Multiphase Interfaces and Their Applications
Heat and mass transfer across multiphase interfaces, or liquid-
apor/gas-solid phase boundaries, represent the most fundamental
ransport phenomena in diverse applications, which include boil-
ng, two-phase flow, and spray and coating processes, to name a
ew. The collection of research papers in this special issue of the
ournal of Heat Transfer, which is indeed topically timely in the
urrent “energy crisis” debate, articulates the current efforts in
haracterizing the interfacial behavior and advancing the associ-
ted basic science as well as applied understanding. The reported
ork addresses long-standing unresolved issues in ebullient
hase-change, capillary-forces driven convection, drop evapora-
ion and/or thin-film cooling, and newer developments that are
rimarily driven by reductions of spatial scales.
Examining flow boiling in milli- to micro-scale channels in an

ffort to accommodate and sustain very high heat fluxes for a
ariety of industrial and electronic cooling applications continues
o attract much attention. Four different studies in this issue have
ealt with small-scale ducts and addressed questions relating to
wo-phase flow patterns and their maps, bubble-dynamics induced
ressure instabilities and heat transfer, role of heated length on the
ritical heat flux �CHF�, and the application of heat transfer en-
ancement strategies by producing structured reentrant cavities on
he heated surface. Two other papers have explored the effects of
ltering unstructured surface roughness of a heater, and its wetting
haracteristics �modified by coatings� on nucleate pool boiling
eat transfer. The influence of mesh structures of heat pipe wicks
nd metal-foam-filled flow ducts on evaporative heat transfer with
et vapor generation are the platforms for investigating capillary
ction at liquid-solid interfaces in two different articles. A two-
art publication reports an effort to develop a coupled statistical
nd mechanistic model for predicting wall heat flux and CHF in
ubcooled nucleate flow boiling. The enhancement of high heat
uxes for large-scale nuclear energy needs are also addressed in a
tudy on boiling of liquid metals in the presence of magnetic
elds, and modeling of liquid-metal thin-film evaporation is car-
ied out in another effort. In three other papers, heat transport at
he liquid-vapor-heated-wall interface in liquid mixtures is the
ubject of an experimental study, boiling of a liquid-mixture drop-
et in an immiscible liquid is similarly examined, and drop-impact
hin-film cooling is numerically modeled. Furthermore, the role of
ournal of Heat Transfer Copyright © 20
bubble motion �or sliding� is studied experimentally to character-
ize spatial evolution of gas-liquid interfaces and the consequent
heat transfer enhancement.

As is evident from the foregoing, and will be so from a more
detailed reading of the collection of research articles in this issue,
the study of multiphase interfaces �understanding the associated
boundary transport as well as artificially modifying the bound-
aries� continues to be the fundamental basis for efforts to resolve
many different issues in boiling, spray dynamics and coatings, and
two-phase flow heat transfer. It is also clear that enhancement of
heat transfer is and will be increasingly critical to both large and
small �micro-scale and perhaps even smaller� heat exchange sys-
tems, and even more so in the emerging arena of the latter. Need-
less to add that the future bodes well for this field of study, which
assumes even greater relevance in the current debate on finding
alternative ways of meeting the world’s energy needs, and it is
hoped that synergistic work would help provide exciting direc-
tions and paths for new discoveries in times to come.

In closing, we are grateful for the invitation extended by Pro-
fessor Yogesh Jaluria, Editor, Journal of Heat Transfer, for bring-
ing out this special issue. The resourcefulness and help of Ms.
Shefali Patel, assistant to the editor, Rutgers University, in keep-
ing the paper reviews and production of this issue on track, as
well as that of the ASME staff �associated with both the print
production and the journal’s web site� is thankfully acknowl-
edged. And finally, we would like to thank all the authors for their
submissions and the reviewers for their impartial and constructive
reviews, which are essential to good scholarship.

Milind A. Jog
Guest Editor

Raj M. Manglik
Associate Editor

University of Cincinnati,
Cincinnati, OH
DECEMBER 2009, Vol. 131 / 120301-109 by ASME
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Raj M. Manglik
Fellow ASME

Milind A. Jog
Mem. ASME

Thermal-Fluids and Thermal Processing
Laboratory,

University of Cincinnati,
Cincinnati, OH 45221-0072

Molecular-to-Large-Scale Heat
Transfer With Multiphase
Interfaces: Current Status and
New Directions
The scientific understanding of multiphase interfaces and the associated convective mass,
momentum, and heat transport across and along their boundaries, provide the fundamen-
tal underpinnings of the advancement of boiling heat transfer, two-phase flows, heat
pipes, spray cooling, and droplet-film coating, among many other engineering applica-
tions. Numerous studies have tried to characterize the interfacial behavior and model
their mechanistic influences either directly or implicitly via parametric experimental
investigations and/or simulations. The goal of advancing our understanding as well as
developing generalized, perhaps “universal,” and more accurate phenomenological or
mechanistic correlations, for predicting mass, momentum, and heat transfer, continues to
engage the worldwide research community. A collection of some such current investiga-
tions that are representative of both basic and applied issues in the field is presented in
this special issue of the Journal of Heat Transfer. �DOI: 10.1115/1.4000007�
Introduction
In multiphase systems and processes, many different interfaces

an exist, depending upon which state �gas, liquid, or solid� is
nely dispersed in another �1–3�. An interface is fundamentally
efined as the region at the contact of two homogeneous phases
ver which intensive or thermodynamic properties change from
hose of one phase to that of the other. The stable boundary de-
arcating this region tends to alter the interface area by virtue of

ts interfacial free energy �1,2�. The dynamic energy or force bal-
nces of interfacial regions, especially those between gas-liquid
nd solid-liquid interfaces, essentially characterize the gas-/vapor-
ubble activity or ebullience in a liquid pool �surface boiling and
ow evaporation, for example�, and the liquid-droplet transport
nd its interactions with solid substrates �vapor condensation,
pray cooling, and coatings, for example�. Likewise, the liquid-
iquid interface between two homogeneous but different sub-
tances lends to the thermodynamic characterization of binary
ixtures and emulsions.
Figure 1 schematically illustrates the inherent role of gas-

iquid-solid interfaces in the most fundamental mechanisms that
overn the bubble dynamics in ebullient heat transfer and drop-
urface interactions in spray cooling and/or coating. While the
hase-change process in nucleate boiling is quite complex �4–7�, a
et of primary functional determinants can be related to the tran-
ient behavior of �a� liquid-solid interface, where surface wetting
nfluences cavity activation, and nucleation of embryonic vapor
ubbles; and �b� liquid-vapor interface, where the gas-liquid inter-
acial �or “surface”� tension affects Marangoni flow or microcon-
ection, and post-nucleation bubble dynamics �size, shape, and
requency�. In the post-departure bubble dynamics, besides the
nterfacial tension, the shear force at the liquid-vapor interface or
iscous interaction also plays a role. Likewise, in the complex
rop-impact and postimpact droplet-surface dynamics �8–10�, �a�
he dynamics of liquid-solid interface or surface wetting influ-
nces the spreading, recoil, and re-adhesion or splatter of the
ostimpact drop film; �b� the evolving liquid-gas interfacial be-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 29, 2009; final manuscript received

ugust 6, 2009; published online October 15, 2009. Assoc. Editor: Yogesh Jaluria.

ournal of Heat Transfer Copyright © 20
havior controls liquid film surface curvature evolution, rebound,
and drop breakup; and �c� viscous forces influence spreading, re-
traction, and rebound. The cognizance of these fundamental
mechanisms and modeling of the underlying physics, so as to
develop more generalized predictive tools for the attendant heat
and/or mass transport in boiling or ebullient phase-change, has
been the focus of numerous studies �see Refs. �11–26�, for ex-
ample� for more than 7 decades; the concomitant activity in spray-
droplet impact on solid surfaces and postimpact dynamics is rela-
tively recent �8–10,27–35�.

1.1 Boiling Heat Transfer. The transformational stage for
current explorations in boiling and two-phase flow heat transfer
was perhaps set by the pioneering works of Nukiyama �36� and
Jakob and Fritz �37�. While Nukiyama �36� presented the com-
plete boiling curve, Jakob and Fritz �37� reported one of the ear-
liest discussions of interfacial effects in their study of bubble dy-
namics and the role of heater surface roughness and nucleation
sites on boiling history. It is especially noteworthy that the latter
issue continues to engage us �15–17,23,38–43� as we extend our
basic understanding and refine the ability to predict heterogeneous
bubble nucleation and the interplay of surface cavities and liquid
wetting. The maturing evolvement of this knowledge, in many
ways, has led to the development of a variety of novel enhanced
boiling surfaces and the growth of the new field of enhancement
of boiling heat transfer �44–49�. Furthermore, in deciphering boil-
ing heat transfer mechanisms, a crucial mode of exploration is to
visually capture and characterize its ebullient signature. Here
again, the initial stage was perhaps set in the 1930s by Jakob �11�,
and the seminal photographic documentation of boiling by West-
water and Santangelo �50�, almost 2 decades later, and after an-
other decade the paper by Gaertner �51� re-articulated the need for
such scrutiny, which endures to this day �52–58�.

The prediction of the pool-boiling curve continues to evoke
considerable activity in the literature. While many of the underly-
ing issues, enunciated since the early post-Nukiyama examina-
tions and submissions �6,12–18,24,59–61�, have been resolved, to
a degree, with increasing refinements in experimentation and
modeling, the use of more advanced tools have also opened up
newer questions. A case in point, for example, is the prediction of
heat transfer in the nucleate pool-boiling regime and the effects of

heater surface roughness. As seen in Fig. 2 for a typical set of

DECEMBER 2009, Vol. 131 / 121001-109 by ASME
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aturated �atmospheric pressure� pool-boiling data for water with
n electrically heated “rough” cylinder �average surface roughness
a�0.225 �m, rms roughness Rq=0.260 �m, and peak-to-mean
urface roughness Rp=0.244 �m� �62�, there is considerable scat-
er in the prediction envelope that spans, among others, the Rohse-
ow �14� and Cooper �63,64� correlations, respectively, at the
ower and higher wall superheat �fixed heat flux� ends of the
urve. The difference in �Tsat ranges from 1.34 K to 2.86 K,
espectively, with qw� varying from 10 kW /m2 to 100 kW /m2,
hich accounts for an uncertainty of �13.9% from the mean
Tsat at a fixed wall heat flux. The Cooper �63,64� correlation has
een specifically devised for rough surfaces �characterized by Rp�,
nd the adjustable constants �n and Csf� in the Rohsenow �14�
orrelation consider the surface-fluid interface conditions. In the
atter case, n and Csf have been revised as well as new values

Fig. 1 Schematic representation of the influence of gas-liq
nucleation and its dynamics and „b… drop-impact and postimp

ig. 2 Prediction on heat transfer in the nucleate pool-boiling
egime in water from a cylindrical horizontal heater for satu-
ated conditions at atmospheric pressure from different corre-
ations in the literature and comparison with representative ex-

erimental data †62‡

21001-2 / Vol. 131, DECEMBER 2009
added �65–68� to the list originally provided �14�. While the
nucleate boiling heat transfer curve for saturated water has gener-
ally been described as qw� ��T3, and as pointed out by Bergles �4�
some uncertainty prevails due to the imprecision in measurement
and several other heater-pool-system parameters, an important is-
sue seems to be the scaling and quantification of heater surface-
roughness effects. Can surface roughness �Ra or Rq or Rp� in itself
be a definitive correlating variable and represent the liquid-solid
interface effects?

Characterizing roughness so as to scale it as a meaningful pre-
dictor of nucleate boiling is difficult and perhaps requires renewed
consideration and alternative modeling of both its qualitative
structure and quantification. The classical studies of Jakob and
Fritz �37� and Berenson �38�, for example, simply documented the
surface qualitatively in terms of the process by which it was
treated �sand blast, oxidation, emery grades, etc.; a tradition that
persists to the present time �69�� instead of a numerical measure.
The subsequent works on refrigerant boiling reported by Danilova
and Kupriyanova �70� and Nishikawa et al. �71,72�, among others
�4,7,40,63�, provided some quantification and have suggested the
peak-to-mean roughness Rp as a correlating parameter along with
reduced-pressure based thermophysical properties of the boiling
fluid. Cooper �63� continued this theme to develop a correlation,
based on a wide-ranging set of data available at that time, which
forms the lower end of the prediction envelope for the conditions
of Fig. 2. Roughness is important in as much as it provides active
and stable cavities for nucleation, and its size along with liquid-
surface wetting have a significant influence �40,73,74�, which in
turn influences the nucleation site density on a heated surface
�42,61�. In itself it is perhaps only symptomatic of possible altered
boiling performance rather than a definitive predictor. This con-
tention is schematically highlighted in Fig. 3, where four different
cases are depicted that have shallow, conical, re-entrant, and a
combination set of cavities with the same degree of roughness.
Regardless of the surface-roughness measure, the boiling perfor-
mance of each surface would tend to be different for both wetting
and relatively nonwetting liquids. A definitive resolution warrants
a different approach by perhaps using current advanced surface
characterization tools �fractal and more detailed features enuncia-
tion, for example� �24,75,76�, or possibly and preferably a com-
plete shift to premanufactured, structured, or enhanced boiling
surfaces for most applications �44–47,77�.

The role of enhanced heat transfer in boiling and two-phase
flows as a possible pathway for improving the process and energy
efficiency, compellingly articulated by Bergles �46,78�, and
thereby, alleviating our ever-increasing energy-consumption foot-

and liquid-solid interfacial properties on „a… boiling bubble
t droplet-surface dynamics
uid
ac
print �79� cannot be overstated. An issue of considerable impor-
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ance is the ability to sustain and accommodate very high heat
uxes, which has been accentuated by the rapid developments in
icroelectronics, microscale devices, and several high-energy

ensity power systems, among others �80,81�. Boiling via immer-
ion cooling provides a viable solution for high volumetric power-
ensity microelectronics and the levels of heat fluxes that can be
ustained are represented in Fig. 4. A rather diverse range of heat
uxes and applications are, however, encountered in practice. To
ite a few examples: a 10-W microelectronic chip can dissipate
�105 W /m2 through a 25 mm2 surface, 1.6�107 W /m2 can
e encountered in cooling nozzle throats of liquid-propellant rock-
ts, and a heat input of 3.7�109 W /m2 may be required in mil-
isecond duration carbon sublimation cooling with air-plasma

ig. 3 Schematic representation of surfaces with the same av-
rage roughness Ra but different structure of cavities: „a… shal-

ow, „b… conical, „c… re-entrant, and „d… combination set of
a…–„c…-type cavities

ig. 4 Different levels of heat flux encountered in chip-level
mmersion cooling in microelectronic applications and the

aximum burnout reported in the literature for uniform heating

onditions †80,81‡

ournal of Heat Transfer
�80�. Thus, the study of phase-change heat transfer by enhancing
pool and/or flow boiling to attain high heat fluxes with lower
temperature differences, and especially enhancing the critical heat
flux �CHF� limits, has taken on a new urgency. With flow boiling,
some current efforts have been directed at reducing the duct di-
mension by considering millimeter-to-micro-scale diameter chan-
nels �22,82� or employing second- and third-generation enhance-
ment techniques �46–48,78�, and both have shown promise in
increasing boiling performance as well as the CHF.

As demonstrated in an early path-breaking study by Bergles
�83�, the CHF increases with a decrease in tube diameter. This has
been ascribed to higher bubble velocity relative to the liquid and
growth of smaller bubbles, which tend to collapse due to close
proximity to high liquid subcooling in the small-diameter channel.
That heat fluxes of the order of 108 W /m2 can be attained in a
tube of diameter 330 �m with very high mass flux and subcool-
ing have also been demonstrated in an extended experimental
study by Vandervort et al. �84�. Thus, driven both by the design of
miniature heat-exchange devices and the need to accommodate
very high heat fluxes, there have been considerable recent inves-
tigative interest in microchannel boiling and attendant thermal-
hydrodynamic phenomena �22,25�. Likewise, there is renewed in-
terest in employing enhancement techniques and swirl-flow
generation in particular �using twisted-tape inserts, for example�
�80,85�, among others �48,49,86�, to elevate the CHF in boiling
with net vapor generation.

1.2 Drop-Impact Dynamics and Heat Transfer. Although
the postimpact spreading of a droplet impinging on a solid sub-
strate was first captured using smoked glass plates by Worthington
�87,88� over a century ago, concerted study of drop-impact dy-
namics and associated heat transfer has received attention in the
literature primarily during the last 3 decades �33�. These investi-
gations have been motivated by various isothermal �ink-jet depo-
sition, spray coating, aerosol drug delivery, agrochemical sprays,
etc.� and nonisothermal �heating/cooling and/or phase-change pro-
cesses in deposition of thermal barrier coatings, spray cooling,
quenching, and near net-shape manufacturing, among others�
applications. In studying isothermal drop impact on a solid sub-
strate, efforts have been made to correlate the maximum drop-film
spread and conditions for rebound and/or splatter with drop
Weber number, Reynolds number, and Ohnesorge number
�27–30,32,89–93�. In addition to liquid properties �primarily �, �,
and �� and drop velocity, the important roles played by surface
energy �hydrophobic or hydrophilic nature of substrate�, interfa-
cial tension, and dynamic contact angle variation have been delin-
eated �30,31,90,94,95�.

Based on scale estimates of kinetic energy prior to impact, vis-
cous dissipation and surface tension, and employing the principle
of conservation of energy, several correlations have been devel-
oped for maximum spread for pure liquid droplets impacting on a
solid surface at low Weber numbers �27–30,32,89�. However,
there is no unanimity in their predictions over a large range of
Weber number and for different liquid-substrate combinations. It
is recognized that the liquid-solid contact angle is affected by the
hydrodynamics in the vicinity of the moving contact line, which
in turn influences the drop spreading and shape evolution �96�.
Difficulties in modeling such complex interactions have hindered
the development of a universal correlation for the maximum drop
spread and drop recoil.

The extensions of this work to study and analyze heat transfer
during the drop-impact process have been primarily motivated by
three types of applications. First, deposition by solidification of
impacting liquid where experimental visualization of post-
solidification shape, grain microstructure, and porosity measure-
ments have been carried out �see, for example, Refs. �97–102��.
Second, evaporation and boiling of liquid spray on high-
temperature substrates for quenching applications and in combus-
tion systems, as explored in Refs. �27,103–109�, among others.

And third, droplet impact on substrates that are below saturation
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emperature for spray cooling applications, for example, as re-
orted in Refs. �35,110–114�. Different regimes of drop evapora-
ion and boiling have been identified �103,104,106,110� but
redictive correlations for droplet heat transfer are, so far,
navailable.
More recently, numerical simulations of a single impinging

rop undergoing cooling/solidification or heating/boiling have
een carried out using different surface tracking methods
arbitrary-Lagrangian-Eulerian, volume-of-fluid, and level-set
ethods�. Advancing and receding contact angle information from

xperiments have been used as input for detailed simulations
29,35,96,109,111,115,116�. It is shown that the computationally
redicted droplet shape evolution and surface oscillations are very
ensitive to the advancing and receding contact angle values
117,118�. Where detailed temporal contact angle variation is
vailable from experimental measurements, the computational
imulations of drop-surface evolution mimic the experimentally
bserved shape oscillations very well. However, attempts to
odel the contact angle behavior as a function of the contact line

elocity along with substrate and liquid properties have not been
uccessful in achieving the level of accuracy that is needed to use
uch models in computational simulations �96,117,119–123�.
ikalo et al. �96� and Sanjeev �119� compared the experimentally
btained temporal variations in the advancing and receding con-
act angles during postimpact spreading and recoil to those pre-
icted by available correlations and found errors in the prediction
o be significant. As such, modeling the dynamic contact angle
ehavior during postimpact spreading and recoil remains a chal-
enge. Furthermore, the stochastic nature of spray atomization,
hich typically produces nonuniform droplet diameters and ve-

ocities, introduces additional challenges to extending the single
roplet simulations to spray processes and their applications. Ad-
ressing these issues continue to be an active area of research as
videnced by the articles in this special issue.

Some Current Studies
Through careful experimentation, computational simulations,

nd mechanistic and stochastic modeling, efforts are being made
o improve our understanding of the fundamental phenomena un-
erlying phase-change processes and multiphase flow. This is ex-
mplified in the articles in this special issue of the Journal of Heat
ransfer where heat transport associated with multiphase inter-
aces is considered at different length scales �molecular-to-large�.
s pointed out earlier, these processes are governed by interfacial

nteractions �at the liquid-vapor, liquid-solid, and solid-vapor in-
erfaces�, liquid and gas or vapor properties, and substrate surface
roperties �roughness, wettability, cavity distribution, and geom-
try� that can have different manifestations at different length
cales in various applications. The collection of articles herein
lso show that the application of phase-change processes and con-
omitant high heat fluxes is being extended to new and novel
ngineering systems.

Recognizing its potential for sustaining and accommodating
ery high heat fluxes, heat transfer and two-phase flow in chan-
els of millimeter-to-micrometer scales have been examined for
ndustrial heat exchange and electronic cooling applications. A
ariety of flow patterns, which include isolated bubbly flow, con-
ned bubbly flow, slug flow, churn flow, annular flow, and mist
ow, and their flow maps have been reported by Martin-Callizo et
l. �124� for flow boiling of R-134a in millimeter-scale circular
hannels. The boiling behavior changes in microscale channels, as
he width of the duct becomes comparable to the diameter of a
rowing or departing bubble. A growing bubble creates a pressure
ulse due to the diminished capacity of the microchannel to ac-
ommodate the liquid displaced by the bubble, and such pressure
nstabilities affect bubble growth and associated heat transfer
125�. Furthermore, the effect of heated length on the critical heat
ux for microchannel boiling has been correlated by Tanaka et al.

126�. The modification of channel geometry through structured

21001-4 / Vol. 131, DECEMBER 2009
re-entrant cavities on the side walls has been found to decrease the
superheat required at the onset of nucleate boiling and increase the
heat transfer coefficient but have no effect on the CHF �127�.

The role played by surface wettability and roughness, critical
interfacial features that influence ebullient phase-change, has been
investigated by Nam et al. �128� and Jones et al. �129�. By com-
paring single bubble departure on bare and Teflon-coated silicon
substrates, Nam et al. �128� have shown that the bubble departure
diameter is larger and growth times are significantly longer on a
hydrophobic surface. Using test surfaces with roughness ranging
from 0.03 �m to 10 �m, the effect of roughness on pool-boiling
heat transfer was investigated by Jones et al. �129�. While the heat
transfer coefficient is found to increase and correlate with rough-
ness, this work further lends credence to the argument made in
Sec. 1 for the need of an alternative approach to characterizing
roughness. Nevertheless, both these studies �128,129� underscore
the role played by substrate properties in multiphase heat transfer
and show a possible route to control and/or enhance heat transfer.
In a different vein of investigation involving capillary action at
liquid-solid interfaces, whether the internal structure and size of a
small mesh can change the heat transfer phenomena considerably
is explored for a heat pipe wick by Xu et al. �130�, and for metal-
foam filled tubes by Zhao et al. �131�. Reduction in cell size of
metal-foam for a given porosity has been shown to enhance the
heat transfer process in the latter study �131�.

In a two-part study, Wu et al. �132,133� considered the predic-
tion of the wall heat flux including critical heat flux for subcooled
nucleate flow boiling. A statistical approach has been employed to
describe bubble interactions so as to predict the distribution of
bubble departure radius and the probability of bubble coalescence.
This is combined with a deterministic approach for forced con-
vection, transient conduction, and microlayer evaporation to de-
velop a model for CHF prediction. The model is then compared
with experimental data obtained using high-speed visualization as
well as data available in literature and found to predict the CHF
within �20%. Addressing high heat flux needs of nuclear energy
applications with boiling of liquid metals, Arias �134� has shown
that an imposed magnetic field can make the vapor film unstable
and enhance film boiling heat transfer. Tipton and Kihm �135�
developed a model for thin film evaporation of alkaline liquid
metal �Na� that captures the dispersion force along with an elec-
tronic disjoining pressure component that is unique to liquid met-
als.

That liquid mixtures and bubble-drop interactions reveal com-
plex phase-change phenomena compared with boiling in pure liq-
uids has also been explored in a few studies. Through high reso-
lution measurements, Wagner and Stephan �136� have shown that
for pure liquids up to 50–60% of the latent heat flows through the
three-phase contact line formed by the liquid-vapor-heated wall
interface; for binary mixtures of FC-84 and FC-3284 this ratio is
reduced to about 35%. The boiling of a two-phase droplet in an
immiscible liquid has been examined by Haustein et al. �137�.
Liquid-liquid interfacial tension and liquid properties along with
evaporated mass and flow hydrodynamics determine the different
stages of boiling. Heat transfer enhancement caused by a sliding
bubble on a thin-foil uniform-heat-generation heater has been re-
ported by Hollingsworth et al. �138�. It is shown that the Nusselt
number increases with bubble size and reaches a constant value
beyond a critical bubble size. Finally, numerical simulation of
cooling due to impact of a droplet on a thin film where a bubble is
growing has been carried out by Sarkar and Selvam �139�.

3 Looking Forward
The questions addressed by the collection of papers in this spe-

cial issue of the Journal of Heat Transfer and the directions indi-
cated by much of the current literature elsewhere suggest many
challenges in advancing our understanding of both boiling heat
transfer and droplet dynamics. Of particular interest are the vari-

ous interfacial phenomena associated with the heat and/or mass
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ransfer at liquid-vapor/gas-solid boundaries, the ability to modu-
ate and eventually control this interfacial transport, and conse-
uently to enhance heat and mass transfer. Altering interfacial
roperties by either adding reagents in liquid solvents or selec-
ively coating surfaces so as to manipulate the liquid-solid inter-
ace �render it hydrophobic or hydrophilic� and/or the gas-liquid
nterfacial tension continues to attract much research attention in
he literature �49,56,140–143�.

In the case of nucleate pool-boiling, it has been shown that the
ynamic surface tension behavior �time-dependent variation in the
as-liquid interfacial tension� of aqueous solutions of reagents
surfactants and/or surface-active polymers� has a profound effect
n bubble formation and departure. This time-dependent behavior
an generally be represented by an inverse Ogive curve, where the
nitial gas-liquid interfacial tension � is that of the solvent, which
hen reduces continually with time �, after a flat plateau period, as
eagent molecules adsorb and accumulate at the interface �desorp-
ion may also occur� till an equilibrium condition is reached, after
hich the surface tension becomes constant and the lower plateau

n the �−� isotherm is attained �141,144�. A conceptualized rep-
esentation of the molecular time-dependent adsorption-
esorption of a reagent around a nucleated growing bubble is
llustrated in Fig. 5�a�, and, as further seen in Fig. 5�b�, the dy-
amic surface tension behavior of the surfactant solution lends to
larger bubble than would be anticipated. Even though the two

est fluids have the same bulk equilibrium � value
�37 mN /m�, with relatively high bubbling frequency �small �
n the �−� isotherm�, a larger bubble is seen in aqueous sodium
odecyl sulfate �SDS� solution in comparison to that in a pure
iquid �N,N-dimethylformamide or DMF�. This is a direct conse-
uence of high � at short � in the former case. The surface wetting
ehavior of the SDS solution, on the other hand, increases to
ender the heated surface increasingly hydrophilic �141�. This
ime-dependent apparent decoupling of gas-liquid interfacial ten-
ion and liquid-solid interface wetting provides an attractive pas-
ive technique to control �enhance or suppress� boiling heat trans-
er �56,141�.

Likewise, in the case of droplet impact on a substrate the con-
equent liquid-solid interfacial interactions fundamentally dictate
he efficacy of a variety of droplet/spray driven process. If the
pray-droplet characteristics can be designed au priori so as to
chieve the desired coating and/or heating/cooling behavior, it
ould have an enormous impact on the effective performance of
ide-ranging spray applications. Several recent studies

35,95,116,145–149� have shown that surface-active agents �sur-
actants, polymers, and nanoparticles� added in small amounts to

ig. 5 Liquid-vapor/gas interface dynamics: „a… conceptualiza-
ion of reagent molecular transport at a bubble interface during
ucleate boiling „not to scale… and „b… the effect of the dynamic
urface tension of a surfactant „SDS… solution on the evolved
redeparture shape and size of bubbles in an adiabatic air-

iquid experiment †141‡
ure liquids hold enormous promise for altering and controlling

ournal of Heat Transfer
the drop-surface interactions. The additives change surface wet-
ting, dynamic interfacial tension, and solution rheology. These
changes are fundamentally caused at a molecular-scale by the
relative bulk molecular dynamics and adsorption-desorption of the
additive at the liquid-gas interface, and its physisorption and elec-
trokinetics at the liquid-solid interface �141�. At the macroscale,
the dynamics manifests in liquid spreading, recoil dynamics/
column fracture, spreading-recoil oscillations, altered rheology,
and viscous resistance. Aqueous surfactant solution droplets tend
to have a larger spread and a weak recoil compared with water
droplets �95,116,119�. This increased liquid-surface contact en-
hances heat transfer from substrate to the droplet �119�.

Gatne et al. �95� have shown that different surfactant solutions
with identical equilibrium surface tension and Weber number can
have different postimpact spreading/recoil behavior as dictated by
the mobility and absorption dynamics of each surfactant. Different
types of reagents rendered different spread and recoil characteris-
tics, as represented in Fig. 6 by the results at fixed Weber number
�We�28� of three different surfactant �anionic SDS, cationic
CTAB, and nonionic Triton X-100� solutions, all of which have
the same bulk equilibrium surface tension ��= �42.5 mN /m�. It
was observed that higher diffusion and interfacial adsorption-rate
�low molecular weight� surfactants promote higher drop spreading
factors and weaker oscillations compared with low diffusion/
adsorption-rate �high molecular weight� surfactants. Furthermore,
polymeric additives can alter the solution rheology and thereby
produce a nonlinear viscous behavior �or make the solvent behave
as a non-Newtonian liquid�. This feature provides another mecha-
nism for simultaneously changing viscous effects and surface wet-
ting so as to control the droplet-surface interactions �149–153�.

Another technique to alter the liquid-solid interfacial property
is to selectively coat or graft the substrate with different mate-
rials so as to make it superhydrophobic or superhydrophilic
�49,140,142,143,154�. In one example, it has been shown �140�
that a surface coated with a layer of a photocatalyst �titanium
dioxide TiO2, in this case� becomes highly hydrophilic when ex-
posed to ultraviolet �UV� light; conversely, the surface becomes
highly hydrophobic when it is shielded from UV light. Pool-
boiling experiments in water with a vertical copper cylinder
coated with TiO2 and irradiated with UV light, produced a two-
fold increase in the CHF �relative to an uncoated heater�. Further-
more, the minimum heat flux �MHF� temperature also increased
by 100 K, suggesting an attractive application technique for
quench-type cooling as well. Figure 7 illustrates the mechanism
for UV-light-induced molecular transformation of the photocata-
lyst layer and the production of a switchable hydrophilic surface.
In another example �142�, by grafting a patterned surface in a
microchannel control of incipient flow boiling has been sought.

Fig. 6 Postimpact „at t=10 ms… spreading of constant
We„È28… droplets of water and aqueous surfactant solutions
on glass „hydrophilic… and Teflon „hydrophobic… substrates
†95‡
The grafted surface, made up of a monolayer of octadecyl-
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richlorosilane �OTS�, was significantly hydrophobic compared
ith the otherwise hydrophilic glass- and silicon-plate surface of

he rectangular microchannel. Artificially roughening a surface
ith spikelike and pillarlike ordered nanostructures and rendering

t to have a “lotus-leaf” effect at the liquid-solid interface
155–157�, or making the surface superhydrophobic, is yet an-
ther technique that has attracted much attention in droplet dy-
amics and drop-evaporation studies �143,154�. Under certain
onditions the dewetting properties of a lotus leaf have also been
ound to be reversed to complete wetting �157�, thereby providing
different strategy to control interfacial behavior for a variety of
oth small- and large-scale applications.
The recent quest for small �micro- and nanoscale� devices has,

ot only, new challenges as well as exciting opportunities. Syn-
rgy explorations between molecular chemistry, biology, bio-
hemistry, and materials science, among others, and heat transfer
an yield high dividends. In the domain of flow boiling, the use of
icrochannels provides a possible method to accommodate very

igh heat fluxes �25,84�. A natural proposition that follows is
hether some type of enhancement technique can be engineered

nd used in very small scales to further improve heat transfer. One
uch possibility is presented by organic microtwist-ribbons with
tunable” pitch �158�, examples of which are depicted in Fig. 8.
hese novel microscale twisted tapes were synthesized with
chiral X-shaped 	-conjugated molecules �Figs. 8�a� and 8�b�� via
solution process from 3,4-dihydroxybenzaldehyde �158�. Their

elical pitch could be altered �Fig. 8�c�� by precipitating the or-
anic samples at different temperatures. While this particular syn-
hesis is aimed at developing future optoelectronic devices, engi-
eering similar microscale ribbons to promote swirl-enhanced
ow boiling �as well as single-phase forced convection� in micro-
hannel heat exchangers �47,85� is certainly not farfetched.

Fig. 7 A switchable hydrophilic surface: mec
mation of a TiO2 photocatalyst layer and chan
and vice versa †140‡

ig. 8 Morphology of microscale helical twisted ribbons pro-
uced by self-assembled achiral X-shaped �-conjugated mol-

cules synthesized from 3,4-dihydroxybenzaldehyde †158‡
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4 Looking Back (in Ancient History)
To recall the much quoted George Santayana and his famous

observation,

“Progress, far from consisting in change, depends on reten-
tiveness. … Those who cannot remember the past are con-
demned to repeat it.” �159�,

it would be an understatement to suggest that historical ante-
cedents of a field of science and engineering are instructive and
illuminating. The past not only provides context to the building
blocks of discovery, but often gives insights that sometimes get
lost in our selective memory. So is the case with boiling heat
transfer, two-phase flows, interfacial phenomena, and their ap-
plications in human endeavors. Much of these involve thermal
processing in a variety of different forms, which require either
the addition or removal of heat and often accompanied with
phase-change. In advocating the need for research to achieve a
generational change in the development of enhanced heat trans-
fer techniques, Bergles �78� pointed out several challenges es-
pecially posed by their usage in the chemical process industry.
Remarkably this endeavor has very ancient roots that merit ex-
position.

In much of the western recounting of history, the use of two-
phase processes in machines and engineered applications is as-
cribed to the steam cannon of Archimedes ��287−212 B.C.E.� and
Heron’s ��60 C.E.� aeolipile �49,160�. This, however, conspicu-
ously overlooks the substantive archeological and textual evi-
dence of boiling and two-phase flow devices employed for such
processes as distillation, material smelting, and medicinal therapy,
among others, in the Indian subcontinent that predates this by
several centuries �161–166�. Quite sophisticated processes have
been described in various Sanskrit texts of ancient India on mate-
rial and medicinal chemistry, such as Rasarnavam Rastantram
��500 B.C.E. or earlier� and Nagarjuna’s Rasaratna Samuchchaya
��200 C.E.�, and medicinal and surgical treatises, such as Sushru-
ta’s Samhita ��800−600 B.C.E.�. A variety of apparatus and de-
vices, some of which have similarities to their modern counter-
parts, to produce mineral extracts and pharmacological as well as
alcoholic brews have been described in ancient Sanskrit texts, and
archeological remnants of some have been discovered. Three spe-
cific examples are described below.

The production of various brews such as soma, sura, and
madya by distillation, involving boiling and condensation, finds
numerous descriptions in various ancient Sanskrit treatises. Many
different artifacts, associated with their distillation equipment,

ism for UV-light-induced molecular transfor-
of hydrophobic surface to a hydrophilic one
han
ge
have been excavated �161,167–170�, with some pottery types dat-
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ng back to ca. 2000 B.C.E. A variety of such evidence has
rompted Allchin �161� to proclaim:

“India appears on present evidence to have been the first
culture to exploit widespread distillation of alcohol … and …
the art of distillation was India’s gift to the world!”

ecreations of some later distillation units, based on the arti-
acts excavated at Hastinapur, Shaikhan Dheri, and Taxila
167–171�, are presented in Figs. 9 and 10. Figure 9 gives the
econstruction by Mahdihassan �167,168� of stills from the
astinapur excavations dating to 300 B.C.E., where the lower
ot d is the boiler, the upper pot b holds the coolant and serves
s the condenser, and the middle pot or crucible a is the re-
eiver for the distilled liquid; the integral structure is obtained
y supporting a and b with a pot c that has a perforated bottom
o allow vapor flow and is placed over d. Two other distillation
ystems that have different construction features �with astonish-
ng similarities to modern chemistry-lab apparatus� are depicted

ig. 9 Reconstructions of two distillation stills from the Has-
inapur excavations „È300 B.C.E.…, with boiler, condenser, and
eceiving crucible in one integral structure †167,168,171‡

ig. 10 Rendering of distillation equipment from ancient India
omposed of a boiler and condenser connected with a tube
ased on excavated artifacts from „a… Shaikhan Dheri

È200 B.C.E.… †161,169‡ and „b… from Taxila „È100 B.C.E.… †161,170‡

ournal of Heat Transfer
in Fig. 10. Here, instead of an integral unit, the boiler and
condenser are separated by a tube connecter. The rendering in
Fig. 10�a� is based on artifacts from Shaikhan Dheri ��200
B.C.E.� �161,169�, and that in Fig. 10�b� is from the Taxila ex-
cavations ��100 B.C.E.� �161,170�.

In a different but remarkable high-temperature materials pro-
cessing example, smelting of zinc by distillation was first devel-
oped in ancient India �162,172,173�. There is considerable evi-
dence to suggest large-scale zinc extraction with discoveries of
distillation equipment and mines dating back to ca. 600 B.C.E. �or
possibly much earlier� �162,173�. Excavations at Zawar Mala �in
the state of Rajasthan, India� have led Craddock �162� to assert:

“Zawar can lay claim not only to the earliest high-
temperature distillation process in the world, but also to be-
ing the direct ancestor of all such techniques in use today.
The Zawar process was certainly one of the most sophisti-
cated and technically exacting process developed …”

A representation of the type equipment used for this high-
temperature two-phase flow technology �boiling and evapora-
tion at �1100–1200°C, with zinc-vapor condensation at
�420–550°C �162�, which inarguably requires sophisticated
and close control of the two-phase processes� is presented in
Fig. 11. A photographic record of the zinc smelting furnace, or
kosthi, is shown in Fig. 11�a�, and a recreation of the furnace,
retort, perforated holding plate, and condenser cup or pot is
given in Fig. 11�b�. Ancient Sanskrit texts, Rasaratna Samuch-
chaya for example, give elaborate descriptions of the process
and equipment, or yantram.

The final example points to the use of two-phase flow for me-
dicinal application. The illustration in Fig. 12 is for a device used
for an otological therapy, nadisveda, in Ayurveda �the system of
medicinal science of ancient India, which is finding increasing use
and reinvention in present times� and described in Sushruta’s
Samhita ��800–600 B.C.E.� �164�. In this treatment, steam infused
with medicinal herb extracts, produced by boiling different plant
leaves in a pot of water, was delivered via a fibrous-porous tube
directly to the ear canal of a patient. The delivery tube was made
of woven grass and wrapped in herbal leaves, and the pipe had
bends by which the vapor was “made delightful” �164�. The latter
clearly suggests knowledge of convective recirculation and mix-
ing promoted by curved and twisted tubes �modern enhancement
techniques �47,85��, and it can perhaps be conjectured that this
was also the first ancient usage of a porous duct to promote en-
hanced mass transfer �infusion of herb extracts into steam flow�
by means of wall transpiration.

5 Concluding Remarks
The issues posed by multiphase interfaces, especially those en-

countered in boiling, two-phase flows, and droplet dynamics and
interactions with solid substrates, not only continue to present
many challenges but also lend to exciting opportunities for devel-
oping new devices and technologies. The latter is particularly
driven from new explorations of phenomena occurring at very
small scales �micro- to molecular-scales�. The advancement of the
fundamental science of transport behavior at gas-liquid-solid in-
terfaces in different heat and mass transfer situations is critical for,
not only, improving the design of large-scale traditional energy
and thermal-processing systems, but also for developing micro-
scale devices. The need for greater thermal and convection effi-
ciencies at both ends of the device-size spectrum also requires a
transformational advancement in the development and usage of
heat and mass transfer enhancement techniques. It is hoped that
the directions provided and questions raised by the collection of
studies reported in this special issue of the Journal of Heat Trans-
fer will be combined with both current synergistic and past expe-
riential knowledge �including very ancient understanding and evi-

dence� to chart future endeavors and development.
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cup, and perforated holding plate… †162,1

F
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c
wrapped in herbs „section B… †164‡
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Flow Boiling Heat Transfer in
Horizontal Metal-Foam Tubes
The two-phase flow and boiling heat transfer in horizontal metal-foam filled tubes are
experimentally investigated. The results show that the heat transfer is almost doubled by
reducing the cell size from 20 ppi to 40 ppi for a given porosity, thanks to more surface
area and strong flow mixing for the smaller cell size. The boiling heat transfer coefficient
keeps steady rising, albeit slowly, by increasing the vapor quality for high mass flow
rates, while the same story does not hold for the cases of low mass flow rates. The flow
pattern can be indirectly judged through monitoring the cross-sectional wall surface
temperature fluctuations and wall-refrigerant temperature difference. As the operating
pressure increases, the boiling heat transfer at low vapor quality �x�0.1� exhibits simi-
lar behavior with pool boiling heat transfer, namely, the heat transfer is enhanced by
improving the pressure. However the flow boiling heat transfer is suppressed to some
extent as the pressure increases. The heat transfer coefficient of copper foam tubes is
approximately three times higher than that of plain tubes. �DOI: 10.1115/1.3216036�

Keywords: metal foam, boiling heat transfer, vapor quality
Introduction
Metal foams, as one kind of promising porous materials for

eat transfer, have received much attention in recent years. Exten-
ive investigations have been carried out for thermal transport in
etal foams �1–15�. Calmidi and Mahajan �1� measured the ef-

ective thermal conductivity of aluminum Energy Research and
eneration, Inc. �ERG� foams by using both air and water as the
uid phase. The measurement was conducted at low temperatures,
o the thermal radiation effect is neglected. An analytical model
as also derived by Calmidi and Mahajan �1� based on the two-
imensional hexagonal structure of the metal foam. As an exten-
ion of the work of Calmidi and Mahajan, Boomsma and Poulika-
os �2� proposed an effective thermal conductivity model based
n a three-dimensional idealized cellular structure of a metal
oam, and a good agreement with the test data �1� has been
chieved. Zhao et al. �3� measured the thermal conductivities of
teel alloy �FeCrAlY� foams under a temperature range of
5–500°C. The study showed that the thermal radiation plays a
ignificant role on effective thermal conductivity at high tempera-
ures. Also, to examine the thermal radiation mechanism in metal
oams, Zhao et al. �4� conducted the spectral transmittance and
eflectance measurements, from which the spectral extinction co-
fficient was deduced. An analytical model was also built based
n the Rosseland diffusion equation and the metal foam micro-
tructures in that paper �4�.

Hunt and Tien �5� studied the effects of thermal dispersion on
orced convection in metal foams with water as the fluid phase.
ee et al. �6� investigated the application of metal foams as high-
erformance air-cooled heat sinks in electronics packaging. In
heir experimental study, they demonstrated that aluminum foams
ould dissipate heat fluxes up to 100 W /cm2. Using the fin ap-
roach, Lu et al. �7� developed an analytical model to predict the
etal foam-assisted heat transfer, where the foam is modeled as

nterconnected cylinders. Bastarows et al. �8� studied the single-
ided heating of a foam-filled channel for electronics cooling ap-
lications. The test results showed that brazed foam materials are
uch more effective at heat removal than epoxy-bonded samples,

nd that the heat exchange performance is three times more effi-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 16, 2007; final manuscript re-

eived October 20, 2008; published online October 15, 2009.

ournal of Heat Transfer Copyright © 20
cient compared with a conventional fin-pin array. Calmidi and
Mahajan �9� conducted experimental and numerical investigations
on the forced conduction in ERG aluminum foams with air as the
fluid phase. Kim et al. �10,11� experimentally studied the heat
transport in aluminum foams, and their results showed that the
foam material offers a better heat transfer performance compared
with that of a louvered array, but at a greater pressure drop.
Boomsma and coworker �12,13� studied the pressure drop and
heat transfer for the compressed aluminum foams by using water
as the coolant. The results showed that the precompression poros-
ity has little effect on the final permeability and foam coefficient,
and the postcompression porosity determines the permeability and
the overall hydraulic behavior of the compressed foams. Com-
pared with the commercially used heat exchangers, the metal-
foam heat exchangers showed a favorable thermal resistance re-
duction, and hence, a better heat transfer performance. The
convective heat transfer and friction drag in a duct inserted with
aluminum foams have been experimentally studied by Hwang et
al. �14�. Their results showed that both the friction factor and the
volumetric heat transfer coefficient increase with decreasing the
foam porosity at a fixed Reynolds number. Bhattacharya et al. �15�
investigated the permeability and inertial coefficient of aluminum
foam samples of different porosities and pore sizes. In their model
a parameter of tortuosity was introduced, and the predictions can
give quite good agreements with the experimental data. Zhao et al.
�16� performed experimental and numerical studies on the forced
convection in FeCrAlY and copper foams, wherein in these stud-
ies the effect of metal-foam microstructures �foam porosity and
cell size� on heat transfer was examined. The natural convections
in metal foams have been investigated by Zhao et al. �17� and
Phanikumar and Mahajan �18�. Both results showed that the natu-
ral convection takes place in a global domain rather than in a
single cell, and thereby leads to a high heat transfer capability.
Metal-foam tube heat exchangers have been analytically investi-
gated by Zhao and coworkers �19,20�, and the results showed that
the metal-foam tube heat exchangers have a superior performance
to the conventional finned tube heat exchangers.

Although single-phase forced convection in metal foams has
been studied to some extent, very little work has been done for
boiling heat transfer in metal foams. Ng et al. �21� measured the
pool boiling heat transfer for copper foam at subatmospheric pres-
sures. In that paper the heat flux for pool boiling was derived from

uniform radiant heaters. To the authors’ knowledge, no work has
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een done for flow boiling heat transfer in metal foams, even
hough some boiling heat transfer investigations have been carried
ut for porous media such as packed beds or sintered particles
22–28�. The flow boiling mechanism in metal foams is very com-
licated due to the inherent complexities of boiling heat transfer
nd unique microstructure of the metal foam. The metal-foam
tructures not only provide more boiling sites to promote heat
ransfer, but can also constrain bubble growth and even break up
he bubbles when the flow is obstructed by the foam ligaments
ith different orientation angles. This tends to homogenize the
ow field and enhance heat transfer. Some distinctive and inter-
sting boiling transport phenomena would be expected, which
ould lead to different boiling heat transfer characteristics from
hose of plain channel flows.

This paper aims to experimentally investigate the boiling flow
nd heat transfer in metal-foam filled tubes. The effects of heat
ux, mass flow rate, operating pressure, and foam microstructures
n boiling heat transfer and pressure drop are presented in the
aper.

Experimental Equipment and Measurement
rocedures
Figure 1 shows a schematic diagram of the experimental appa-

atus that is used in this study. It consists of a gear pump �Tuthill,
lkeston, UK, magnetically-coupled gear pump,
XS5.3PPPN3WN0000 with Asea Brown Boveri Ltd, Zurich

ABB� inverter� for refrigerant �R134a� circulation, mass flow
eters, a preheater, a test section, and three chillers: one for sub-

ooling the refrigerant before the flow meters and the other two
or condensing the refrigerant, an electrically heated refrigerant
eservoir, and an electric power supply system in the test section.

Fig. 1 Schematic d
he required system pressure can be maintained by an automati-

21002-2 / Vol. 131, DECEMBER 2009
cally controlled heating system, which can heat the two-phase
refrigerant in the reservoir and enhance the pressure when the
system pressure is below the required test value. So in the refrig-
erant reservoir the vapor state refrigerant fills the upper part, while
the liquid state refrigerant occupies the lower part. A gear pump is
used to circulate the liquid refrigerant. Before the refrigerant en-
ters into the mass flow meters, it is first subcooled in a chiller in
case of possible evaporation in pipes. Two Coriolis �KROHNE
Ltd., Northants, UK, Optimass Mfs 7150 S03 and S04� mass flow
meters are used to measure the refrigerant mass flow rate: one for
low flows �0–1 kg /min� and the other one for high flows
�1–6 kg /min�. A well-insulated preheater is used to control the
inlet vapor quality of refrigerant to the test section. The enthalpy
of the subcooled refrigerant before the preheater can be deter-
mined from its pressure and temperature �T-type sheathed thermo-
couple, with response time of 0.25 s�, thus the refrigerant quality
and enthalpy at the inlet of test section can be determined by an
energy balance on the preheater section. The temperature and
pressure of the refrigerant at the inlet and outlet of the test section
are measured. The exit quality can be calculated from an energy
balance between the imposed heat flux and enthalpy change in the
refrigerant across the test section. The pressure drop in the test
section is also measured using a differential pressure transducer
�OMEGA Engineering Limited, Manchester, UK, PX771A-
100DI�. A glass tube after the test section is used to facilitate
visualization of the flow. After the test tube the refrigerant enters
into a separator with the liquid flowing from the bottom of the
separator to the refrigerant reservoir and the vapor passing
through a condensing heat exchanger, where it condenses to liquid
before returning to the reservoir. A computer controlled 60-

ram of the test rig
iag
channel data acquisition system �Solartron Metrology, West Sus-
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ex, UK, IMP3595� with LABVIEW data logging software is used
o record and display the experimental data.

The test section is schematically shown in Fig. 2. The tested
opper-foam filled tubes are 150 mm long with the inner diameter
f 26 mm. The tubes are instrumented with thin foil �0.05–0.10
m thickness� T-type copper-constantan thermocouples �response

ime of 1 ms�, which are attached to the outer surface of the wall
t three locations �50 mm, 75 mm, and 100 mm� along the flow
irection to monitor the temperature variation along the tubes. At
ach location, four thermocouples are placed on the circumference
f the tube, as shown in Fig. 2. Due to the short tubes, the im-
osed heat flux only changes the exit vapor quality slightly
�0.04� from the inlet point in the test, so all the measured results
re referred to the averaged inlet and outlet vapor qualities in the
ollowing results analysis. The inner wall temperatures along the
ircumference and length of the tube, which are used to obtain the
eat transfer coefficients, can be calculated from the measured
uter wall temperature and heat flux. The test tubes are heated by
direct current surface heater, which provides controlled and uni-

orm heat fluxes on the surface of the tube. The heater element is
oated with thermal epoxy to enhance the thermal contact with the
ubes. The test section is insulated with 80 mm Tancast 8™ ther-

al insulation material to minimize heat loss. All measurements
re carried out after the test reaches the steady state conditions,
nd it typically takes 1–2 h to reach steady state after any change
n parameters.

Uncertainty Analysis
An uncertainty analysis for the measurements has been per-

ormed following the method of Kline and McClintock �29�. The
ncertainty for the heat transfer coefficient can be mainly attrib-
ted to the input heat flux and temperature measurement. Then the
ncertainty of the heat transfer coefficient can be expressed as

�h

h
=���qw

qw
�2

+ ���T

�T
�2

The uncertainty of the heat flux is estimated as less than 5% by
onsidering the accuracy �0.5%� of the programmable power
eter �Hameg HM8115-2�, the estimated uncertainty caused by

xial heat conduction, and the geometric uncertainty of the test
ubes and heat loss through the insulations. The uncertainty of �T
temperature difference between the averaged inner wall surface
emperature and the fluid average temperature� is around 0.5°C
y taking into account the accuracy of thermocouples �0.1°C� and
he estimated uncertainty caused by the contact thermal resistance
f thermocouple attachment. Therefore, the uncertainty in the
emperature difference �T is 10% based on the typical �T of
°C. Therefore, the uncertainty in heat transfer coefficient is less

han 12% from the above equation. Similar analysis can be done
or the pressure drop. Finally, the uncertainties for the heat trans-
er coefficient and pressure drop are calculated to be 12% and

Fig. 2 T
.8%, respectively.

ournal of Heat Transfer
4 Experimental Results and Discussions

4.1 Pressure Drop. In this study the pressure drop has been
measured by pressure transducers. For the metal foam with the
microstructure of 20 ppi �pore number per inch� and 90% poros-
ity, Fig. 3 shows the variation in the pressure drop per unit length
as a function of the vapor quality for a series of mass flow rates.
It can be seen that the pressure drop nonlinearly increases as the
vapor quality rises. This is the reason why the void fraction sub-
stantially increases with the vapor quality, and this causes higher
vapor velocity, which leads to the higher pressure drop. For a
given porosity �90%� and mass flow rate �106 kg /m2 s�, the ef-
fect of metal-foam cell size on the pressure drop is presented in
Fig. 4. As the cell size becomes smaller �40 ppi�, the pressure drop
significantly increases, and this implies that the two-phase flow
encounters much more flow resistance for smaller cell size due to

section

Fig. 3 Variation in the pressure drop per unit length as a func-
tion of the vapor quality
Fig. 4 Effect of metal-foam cell size on the pressure drop

DECEMBER 2009, Vol. 131 / 121002-3
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he presence of metal-foam structures. This result is similar to the
ituation for the single-phase flow �9,16�. The flow resistance in
etal-foam channels mainly comprises three parts: channel sur-

ace drag resistance, Darcy viscous resistance, and form resistance
nduced by metal-foam structures. The latter two parts are caused
y the presence of foam structures. For detailed analysis on flow
esistance in metal foams, interested readers can refer to Ref. �16�.
or a given porosity �90%� and vapor quality �x=0.3�, the varia-

ion in the pressure drop as a function of the mass flow rate is
hown in Fig. 5 for two different cell sizes. As expected, the
ressure drop increases as the mass flow rate rises. Figure 6 pre-
ents the effect of the operating pressure on the pressure drop. As
he operating pressure rises, the vapor density gets higher, and this
eads to a lower vapor velocity for a higher operating pressure,
hereby causing less pressure drop.

4.2 Temperature Fluctuations and Flow Patterns in Metal
oams. As well known, the two-phase flow exhibits different flow
atterns such as slug flow, wavy flow, annular flow, etc., under
ifferent conditions, i.e., mass flow rates, vapor quality, heat flux,
tc. For the flow boiling heat transfer in plain tubes, the flow
atterns can be directly visualized through optical techniques. The
nvestigations �30,31� showed that the flow pattern is mainly gov-
rned by the mass flow rates and vapor qualities. However, for
wo-phase flow in metal-foam tubes studied in this paper, the pres-
nce of metal-foam structures blocks the direct view on the flow
atterns inside. This problem can be partially addressed by moni-
oring and analyzing the wall temperature distributions. For the

etal-foam tube with 20 ppi and 90% porosity, Figs. 7 and 8
resent the wall temperature’s fluctuations with time for two dif-
erent mass flow rates at the middle cross section of the tube. In
oth figures �and the following figures�, the legends “Top,”

ig. 5 Variation in the pressure drop as a function of the mass
ow rate
Fig. 6 Effect of operating pressure on the pressure drop

21002-4 / Vol. 131, DECEMBER 2009
“middle,” and “bottom” refers to the top, middle, and bottom wall
temperatures over the cross section, as shown in Fig. 2. Figures
7�a� and 7�b� show the variation in the wall temperature for vapor
quality at x=0.18 and x=0.53, respectively, for the low mass flow
rate of 26 kg /m2 s. Both figures reveal that the wall temperature
at the bottom is pretty stable, while the temperatures at the top and
middle exhibit strong fluctuations, particularly for the case of va-
por quality x=0.18. This implies that the lower part of the tube is
always filled with liquid refrigerant, but this may not be the case
for the upper part of the tube. The different wall temperature
behavior is determined by different two-phase flow patterns. The
flow pattern in Fig. 7�a� can be judged as a slug/wavy flow from
the measured wall temperatures. The upper part of the tube is
occupied by liquid or vapor intermittently, thereby causing strong
temperature fluctuations. As the vapor quality increases from 0.18
to 0.53, the two-phase flow pattern gradually changes to stratified
wavy flow, where the upper part is vapor. Therefore the top wall
temperature fluctuation diminishes, but the wall temperature at the
middle point shows to be more fluctuant. Figures 8�a� and 8�b�
show the variation in the wall temperature fluctuation for vapor
quality at x=0.22 and x=0.63, respectively, for the high mass flow
rate of 106 kg /m2 s. Both figures indicate that the temperature
distributions are more uniformly distributed, and the high velocity
causes the wall temperatures to fluctuate at a much smaller mag-
nitude but with a higher frequency. This wall temperature distri-
bution indicates that the flow pattern is more like annular flow,
being the whole tube wall surface is wetted by the liquid phase.

Figures 9�a� and 9�b� present the distribution of temperature
difference between the wall surface and refrigerant for two differ-
ent mass flow rates. The wall temperature exhibits large difference
over the cross section for the smaller mass flow rate m
=26 kg /m2 s, particularly at the high vapor quality regime. The

Fig. 7 Wall temperature’s fluctuations with time for vapor
quality at „a… x=0.18 and „b… x=0.53 for the mass flow rate of
26 kg/m2 s
flow pattern at this smaller mass flow rate is believed to be strati-
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ed wavy flow for the majority of the vapor flow regime. The
pper part of the tube is occupied by vapor, while the lower part is
iquid. Even though the liquid and vapor maintain the same satu-
ation temperature, the tube wall temperature is quite different
long the circumference due to the different local heat transfer
oefficient caused by liquid or vapor. This flow pattern determines
he measured temperature distribution, namely, the temperature
ifference �T in the upper part of the tube is higher than that in
he lower part of the circumference of the tube, though the metal-
oam structure tends to homogenize the temperature distribution
ver the cross section. For the larger mass flow rate of
06 kg /m2 s, the temperature difference over the cross section is
ramatically reduced. The flow pattern for this case should be
ore like annular flow, thus a thin liquid film adheres to the whole
all surface, and also under the help of metal-foam structure the
all temperature exhibits pretty uniform distribution over the

ross section.

4.3 Heat Transfer Coefficient. In this paper the overall heat
ransfer coefficient h is defined as

h =
q

�T

where q is the uniform heat flux applied on the tube surface,
nd �T is the temperature difference between the averaged inner
all surface and refrigerant. The inner wall surface temperature

an be deduced based on one-dimensional conduction assumption
rom the measured outer wall surface temperature. Without else-
here stated, the metal-foam material is 92 Cu with 8% Ag for the

ollowing measurement results.

4.3.1 Effect of Vapor Quality. Figures 10�a� and 10�b� show

ig. 8 Wall temperature’s fluctuations for vapor quality at „a…
=0.22 and „b… x=0.63 for the high mass flow rate of
06 kg/m2 s
he variation in the heat transfer coefficient with the vapor quality

ournal of Heat Transfer
for two different cell-sized foam tubes, respectively. One interest-
ing observation from the figure is that the heat transfer coefficient
exhibits different behaviors as the vapor quality rises. For low
mass flow rates, the heat transfer coefficient becomes smaller as
the vapor quality rises. As indicated earlier, the flow pattern
should be stratified wavy flow for low mass flow rates, so more
metal-foam structure and tube wall surfaces are occupied by the
vapor as the vapor quality rises, and this reduces the heat transfer
capability. For high mass flow rates, the flow pattern is more like
annular flow as the vapor quality rises, so the heat transfer coef-
ficient keeps steady rising, albeit slowly.

4.3.2 Effects of Metal-Foam Cell Size. The effect of cell size
on boiling heat transfer is shown in Figs. 11�a� and 11�b� for
different vapor qualities and mass flow rates, respectively. Both
figures show that the heat transfer is dramatically enhanced by
reducing the cell size from 20 ppi to 40 ppi. A metal foam with
smaller cell size can provide more surface areas and boiling sites,
and it can also enhance the flow mixing and break up the large
bubbles, thereby increasing the heat transfer coefficient. Both fig-
ures show that the boiling heat transfer coefficients for 40 ppi
metal-foam tubes are nearly twice those of 20 ppi foam tubes.

4.3.3 Effect of Mass Flow Rates. The effect of mass flow rates
on heat transfer is shown in Fig. 11�b�. The heat transfer coeffi-
cient moderately increases with the mass flow rates, which is a
typical convective flow boiling characteristic. In horizontal metal-
foam tubes, the metal-foam structures not only provide more boil-
ing sites to promote heat transfer, but can also constrain bubble
growth and even break up the bubbles when the flow is obstructed
by the foam ligaments with different orientation angles. This tends

Fig. 9 Temperature difference between the wall surface and
refrigerant for two different mass flow rates
to homogenize the flow field and enhance heat transfer.

DECEMBER 2009, Vol. 131 / 121002-5
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4.3.4 Effect of Heat Flux. The effect of heat flux on boiling
eat transfer is shown in Fig. 12. For the single-phase flow, it is
nown that the heat flux has no effect on the heat transfer coeffi-
ient; however, the same story does not necessarily hold for boil-
ng heat transfer. Figure 12 shows that the heat flux plays a very

oderate role on boiling heat transfer, and this implies that the
onvective heat transfer plays a dominant role for the case of high
ass flow rate of 106 kg /m2 s.

4.3.5 Effect of Operating Pressure. The effect of refrigerant
ressure on boiling heat transfer is shown in Fig. 13. It is noted
hat the boiling heat transfer coefficient of pressure of 6.0 bar is
igher than that of 3.5 bar for small vapor quality x=0.1. This
bservation is in line with the pool boiling heat transfer, where the
eat transfer coefficient increases with the refrigerant pressure,
nd it implies that the heat transfer exhibits pool boiling heat
ransfer characteristics for small vapor quality x�0.1. However,
he story is different for larger vapor qualities. As the vapor qual-
ty rises, the vapor velocity for the low pressure is higher due to
he small vapor density, and this consequently causes higher heat
ransfer coefficient for the case of pressure of 3.5 bar. Also Fig. 13
hows that the heat transfer coefficient almost remains unchanged
ith the increase in vapor quality for the higher pressure of 6.0
ar, whereas it keeps steady increasing as the vapor quality rises
or the lower pressure of 3.5 bar. For the high pressure of 6.0 bar,
he diminishing liquid effect is offset by the enhancing vapor con-
ective effect as the vapor quality rises. However, for the low
ressure of 3.5 bar, the heat transfer enhancing effect of vapor
onvection outstrips the diminishing effect of the lacking liquid,
nd this leads to the steady increasing heat transfer behavior as the

ig. 10 Variation in the heat transfer coefficient with the vapor
uality for two different cell-sized foam tubes
apor quality rises.

21002-6 / Vol. 131, DECEMBER 2009
4.3.6 Effect of Metal Foam Materials. In order to examine the
metal-foam material effect on the heat transfer, measurements
have been conducted for two different metal-foam material tubes.
Figure 14 presents the comparison of boiling heat transfer be-
tween the two different material foam tubes. The boiling heat
transfer coefficient of the metal-foam tube with 14 Ag and 86 Cu
is around 30% higher than that of pure copper-foam tube. The
different metal-foam composition has a direct effect on its overall
thermal conductivity, and perhaps more importantly, it will di-
rectly affect the attachment quality with the tubes, which plays a
key role on heat transfer.

Fig. 11 Effect of cell size on boiling heat transfer: „a… for dif-
ferent vapor qualities and „b… for different mass flow rates
Fig. 12 Effect of heat flux on boiling heat transfer
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4.3.7 Comparison With the Plain Tubes. To reveal the enhanc-
ng effect compared with the plain tubes, Fig. 15 presents the
omparison of heat transfer coefficient for copper tubes. Approxi-
ately the heat transfer coefficient of foam tubes is three times

igher than that of plain tubes. The combining quality �contact
hermal resistance� between the tube surface and metal-foam
tructure is considered as the main cause to limit the enhancing
ffect �32�. Also the imperfection �deficiency� of metal-foam
tructures, such as broken foam structures, constrains the enhanc-

Fig. 13 Effect of refrigerant pressure on boiling heat transfer

ig. 14 Comparison of heat transfer between the two different
aterial foam tubes

ig. 15 Comparison of heat transfer coefficient between plain
nd copper foam tubes
ng effect.

ournal of Heat Transfer
5 Conclusions
In this paper the boiling heat transfer in horizontal metal-foam

tubes is experimentally investigated. Some conclusions can be
drawn as follows:

�1� The pressure drop nonlinearly increases with the vapor
quality and mass flow rates. The metal-foam cell size has a
significant effect on the pressure drop, and the pressure
drop is doubled by reducing the cell size from 20 ppi to 40
ppi. Higher operating pressure can reduce the pressure drop
due to lower vapor velocity.

�2� The flow pattern can be indirectly judged through monitor-
ing the cross-sectional wall surface temperature fluctuations
and wall-refrigerant temperature difference. The flow pat-
terns that occurred inside the metal-foam tubes should be
the stratified or slug wavy flow for low mass flow rates and
the annular flow for high mass flow rates as the vapor qual-
ity rises.

�3� For different mass flow rates, the heat transfer coefficient
exhibits different behaviors as the vapor quality rises. For
lower mass flow rates, the heat transfer coefficient becomes
smaller with the increase in the vapor quality, while the
reverse situation holds for higher mass flow rates. The dif-
ferent heat transfer behaviors can be attributed to different
flow patterns.

�4� The heat transfer coefficient of foam tubes is approximately
three times higher than that of plain tubes. The combining
quality �contact thermal resistance� between the tube sur-
face and metal-foam structure and the broken foam struc-
tures are considered as the main causes that limit the en-
hancing effect.

�5� Metal-foam cell size plays a significant role on boiling heat
transfer, and the heat transfer coefficients can be nearly
doubled as the cell size decreases from 20 ppi to 40 ppi due
to the increased surface area density and flow mixing.
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Nomenclature
d � tube diameter �m�
h � heat transfer coefficient �W /m2 K�
L � length �m�
m � mass flux �kg /m2 s�
P � pressure �Pa�

�P � pressure difference �Pa�
q � heat flux �W /m2�
T � temperature �°C�

�T � temperature difference �°C�
u � fluid velocity �m/s�
x � vapor quality

References
�1� Calmidi, V. V., and Mahajan, R. L., 1999, “The Effective Thermal Conductiv-

ity of High Porosity Fibrous Metal Foams,” ASME J. Heat Transfer, 121, pp.
466–471.

�2� Boomsma, K., and Poulikakos, D., 2001, “On the Effective Thermal Conduc-
tivity of a Three-Dimensionally Structured Fluid-Saturated Metal Foam,” Int.
J. Heat Mass Transfer, 44, pp. 827–836.

�3� Zhao, C. Y., Lu, T. J., Hodson, H. P., and Jackson, J. D., 2004, “The Tempera-
ture Dependence of Effective Thermal Conductivity of Open-Celled Steel Al-
loy Foams,” Mater. Sci. Eng., A, 367, pp. 123–131.

�4� Zhao, C. Y., Lu, T. J., and Hodson, H. P., 2004, “Thermal Radiation in Metal
Foams With Open Cells,” Int. J. Heat Mass Transfer, 47, pp. 2927–2939.
�5� Hunt, M. L., and Tien, C. L., 1988, “Effects of Thermal Dispersion on Forced

DECEMBER 2009, Vol. 131 / 121002-7



1

Convection in Fibrous Media,” Int. J. Heat Mass Transfer, 31, pp. 301–309.
�6� Lee, Y. C., Zhang, W., Xie, H., and Mahajan, R. L., 1993, “Cooling of a

FCHIP Package With 100 W 1 cm2 Chip,” Proceedings of the 1993 ASME
International Electronic Packaging Conference, New York, Vol. 1, pp. 419–
423.

�7� Lu, T. J., Stone, H. A., and Ashby, M. F., 1998, “Heat Transfer in Open-Celled
Metal Foams,” Acta Mater., 46, pp. 3619–3635.

�8� Bastarows, A. F., Evans, A. G., and Stone, H. A., 1998, “Evaluation of Cel-
lular Metal Heat Dissipation Media,” Harvard University, Technical Report
No. MECH-325.

�9� Calmidi, V. V., and Mahajan, R. L., 2000, “Forced Convection in High Poros-
ity Metal Foams,” ASME J. Heat Transfer, 122, pp. 557–565.

�10� Kim, S. Y., Paek, J. W., and Kang, B. H., 2000, “Flow and Heat Transfer
Correlations for Porous Fin in a Plate-Fin Heat Exchanger,” ASME J. Heat
Transfer, 122, pp. 572–578.

�11� Kim, S. Y., Kang, B. H., and Kim, J. H., 2001, “Forced Convection From
Aluminum Foam Materials in an Asymmetrically Heated Channel,” Int. J.
Heat Mass Transfer, 44, pp. 1451–1454.

�12� Boomsma, K., and Poulikakos, D., 2001, “The Effects of Compression and
Pore Size Variations on the Liquid Flow Characteristics in Metal Foams,”
ASME J. Fluids Eng., 124, pp. 263–272.

�13� Boomsma, K., 2002, Metal Foams as Novel Compact High Performance Heat
Exchangers for the Cooling of Electronics, Ph.D. thesis, Swiss Federal Insti-
tute of Technology, Zurich.

�14� Hwang, J. J., Hwang, G. J., Yeh, R. H., and Chao, C. H., 2002, “Measurement
of Interstitial Convective Heat Transfer and Frictional Drag for Flow Across
Metal Foams,” ASME J. Heat Transfer, 124, pp. 120–129.

�15� Bhattacharya, A., Calmidi, V. V., and Mahajan, R. L., 2002, “Thermophysical
Properties of High Porosity Metal Foams,” Int. J. Heat Mass Transfer, 45, pp.
1017–1031.

�16� Zhao, C. Y., Kim, T., Lu, T. J., and Hodson, H. P., 2004, “Thermal Transport in
High Porosity Cellular Metal Foams,” J. Thermophys. Heat Transfer, 18�3�,
pp. 309–317.

�17� Zhao, C. Y., Lu, T. J., and Hodson, H. P., 2005, “Natural Convection in Metal
Foams With Open Cells,” Int. J. Heat Mass Transfer, 48, pp. 2452–2463.

�18� Phanikumar, M. S., and Mahajan, R. L., 2002, “Non-Darcy Natural Convec-
tion in High Porosity Metal Foams,” Int. J. Heat Mass Transfer, 45, pp. 3781–
3793.

�19� Zhao, C. Y., Lu, W., and Tassou, S. A., 2006, “Thermal Analysis on Metal-
Foam Filled Heat Exchangers, II. Tube Heat Exchangers,” Int. J. Heat Mass
21002-8 / Vol. 131, DECEMBER 2009
Transfer, 49, pp. 2762–2770.
�20� Lu, W., Zhao, C. Y., and Tassou, S. A., 2006, “Thermal Analysis on Metal-

Foam Filled Heat Exchangers, I. Metal-Foam Filled Pipes,” Int. J. Heat Mass
Transfer, 49, pp. 2751–2761.

�21� Ng, K. C., Anutosh, C., Sai, M. A., and Wang, X. L., 2006, “New Pool Boiling
Data for Water With Copper-Foam Metal at Sub-Atmospheric Pressures: Ex-
periments and Correlation,” Appl. Therm. Eng., 26, pp. 1286–1290.

�22� Rojas, M. E., de Andrés, M. C., and González, L., 2008, “Designing Capillary
Systems to Enhance Heat Transfer in LS3 Parabolic Trough Collectors for
Direct Steam Generator,” Sol. Energy, 82, pp. 53–60.

�23� Miscevic, M., Rahli, O., Tadrist, L., and Topin, F., 2006, “Experiments on
Flows, Boiling and Heat Transfer in Porous Media: Emphasis on Bottom In-
jection,” Nucl. Eng. Des., 236, pp. 2084–2103.

�24� Kaya, T., and Goldak, J., 2006, “Numerical Analysis of Heat and Mass Trans-
fer in the Capillary Structure of a Loop Heat Pipe,” Int. J. Heat Mass Transfer,
49, pp. 3211–3220.

�25� Imke, U., 2004, “Porous Media Simplified Simulation of Single- and Two-
Phase Flow Heat Transfer in Micro-Channel Heat Exchangers,” Chem. Eng. J.,
101, pp. 295–302.

�26� Chen, Z. Q., Cheng, P., and Zhao, T. S., 2000, “An Experimental Study of Two
Phase Flow and Boiling Heat Transfer in Bi-Dispersed Porous Channels,” Int.
Commun. Heat Mass Transfer, 27, pp. 293–302.

�27� Liao, Q., and Zhao, T. S., 2000, “A Visual Study of Phase-Change Heat Trans-
fer in a Two-Dimensional Porous Structure With a Partial Heating Boundary,”
Int. J. Heat Mass Transfer, 43, pp. 1089–1102.

�28� Qu, W., and Mudawar, I., 2003, “Flow Boiling Heat Transfer in Two-Phase
Micro-Channel Heat Sinks—I. Experimental Investigation and Assessment of
Correlation Methods,” Int. J. Heat Mass Transfer, 46, pp. 2755–2771.

�29� Kline, S. J., and McClintock, F. A., 1953, “Describing Uncertainties in Single-
Sample Experiments,” J. Mech. Eng., 75, pp. 3–8.

�30� Kattan, N., Thome, J. R., and Favrat, D., 1998, “Flow Boiling in Horizontal
Tubes: Part 1—Development of a Diabatic Two-Phase Flow Pattern Map,”
ASME J. Heat Transfer, 120�1�, pp. 140–147.

�31� Wojtan, L., Ursenbacher, T., and Thome, J. R., 2005, “Investigation of Flow
Boiling in Horizontal Tubes: Part I—A New Diabatic Two-Phase Flow Pattern
Map,” Int. J. Heat Mass Transfer, 48, pp. 2955–2969.

�32� Lu, W., Zhao, C. Y., Xu, Z. Y., and Tassou, S., 2007, “The R134a Vapour Flow
Heat Transfer in Horizontal Metal-Foam Tubes,” Tenth UK National Heat
Transfer Conference, Edinburg, UK.
Transactions of the ASME



1

t
n
p
h
L
i
c
c
L
w
m
d
v
t
s
t
r

c
fl
C
a
i
n
c
c
n

N

r
b

J

Futoshi Tanaka1

Graduate School of Energy Science,
Kyoto University;

and Mitsubishi Heavy Industries, LTD.,
16-5, Konan 2-Chome, Minato-ku,

Tokyo 108-8215, Japan
e-mail: f_tanaka@mhi.co.jp

Takashi Hibiki
School of Nuclear Engineering,

Purdue University,
Nuclear Engineering Building,

Room 132C, 400 Central Drive,
West Lafayette, IN 47907-2017

e-mail: hibiki@ecn.purdue.edu

Kaichiro Mishima
Research Reactor Institute,

Kyoto University,
Kumatori, Sennan,

Osaka 590-0494, Japan;
and Institute of Nuclear Safety System,

Incorporated,
64 Sata, Mihama-cho, Mikata-gun,

Fukui 919-1205 Japan
e-mail: mishima@rri.kyoto-u.ac.jp;

mishima.kaichiro@inss.co.jp

Correlation for Flow Boiling
Critical Heat Flux in Thin
Rectangular Channels
The effect of heated length on critical heat flux (CHF) in thin rectangular channels under
atmospheric pressure has been studied. CHF in small channels has been widely studied
in the last decades but most of the studies are based on flow in round tubes and number
of studies focused on rectangular channels is relatively small. Although basic triggering
mechanisms, which lead to CHF in thin rectangular channels, are similar to that of tubes,
applicability of thermal hydraulic correlations developed for tubes to rectangular chan-
nels are questionable since heat transfer in rectangular channels are affected by the
existence of nonheated walls and the noncircular geometry of channel circumference.
Several studies of CHF in thin rectangular channels have been reported in relation to
thermal hydraulic design of research reactors and neutron source targets and correla-
tions have been proposed, but the studies mostly focus on geometrical conditions of the
application of interest and therefore effect of channel parameters exceeding their interest
is not fully understood. In his study, CHF data for thin rectangular channels have been
collected from previous studies and the effect of heated length on CHF was examined.
Existing correlations were verified with data with positive quality outlet flow but none of
the correlations successfully reproduced the data for a wide range of heated lengths. A
new CHF correlation for quality region applicable to a wide range of heated lengths has
been developed based on the collected data. �DOI: 10.1115/1.3216037�

Keywords: critical heat flux, heated length, correlation, flooding, rectangular channel
Introduction
It is known that the critical heat flux �CHF� in forced convec-

ive flow in channels is related with the heated length of the chan-
el. Based on results from forced convection heat transfer studies,
revious investigators have most frequently used the ratio of
eated length to the inside equivalent diameter of the channel
/De as the characteristic dimensionless length to correlate the

mpact of heated length. Generally, CHF increases as L /De de-
reases and this tendency becomes more significant at small L /De
onditions �1�. On the other hand, regarding channels with large
/De, experiments show the presence of a threshold beyond
hich the CHF is practically independent of L /De �2�. Although
any researchers have reported values of L /De beyond which it

oes not show significant effect, it is not clear what this limiting
alue is, or whether L /De is the appropriate parameter to charac-
erize the effect of heated length. Furthermore, it is clear that,
ince the L /De is related directly to the flow development along
he heated area, the impact of L /De is not a constant, but is also
elated to flow parameters and fluid properties.

CHF has been widely studied in the last decades both analyti-
ally and experimentally but most of the studies are related to
ow in round tubes. Although basic triggering mechanisms of
HF in thin rectangular channels may be similar to those in tubes,
pplicability of correlations developed for tubes to other geometry
s questionable due to the existence of nonheated walls and the
oncircular geometry of the channel circumference in rectangular
hannels. Several studies focusing on CHF in thin rectangular
hannels have been performed in relation to research reactors and
eutron source targets �3–13�, but these studies mainly focus only
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AL OF HEAT TRANSFER. Manuscript received September 11, 2007; final manuscript
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y Peter Vadasz.

ournal of Heat Transfer Copyright © 20
on the geometry of the application and therefore geometrical ef-
fects covering a wide range of heated lengths has not been fully
revealed. Recently, CHF in minichannels have been widely stud-
ied in relation to design of compact heat sinks for electrical de-
vices such as computer processors and CHF correlations for small
channels have been developed �14–17�. Studies on heat transfer in
minichannels mostly focus on conditions with relatively short
heated lengths simulating their application.

Katto �18� studied general features of forced convection flow
CHF in rectangular channels and recognized that it can be classi-
fied into four regimes as in the same way as for round tubes. The
four regimes vary with mass velocities and are different in ways
flow and geometrical parameters affect the CHF. CHF for various
L /De can be predicted by one of the four correlations applicable
to each flow regime. However, Katto reported that CHF in very
small L /De channels shows unique tendency and deviates from
the proposed correlations. Sudo �7� studied the effect of channel
length on CHF under high subcooling and high velocities and
found out that CHF increases with decreasing L /De especially
where L /De is smaller than 20. They reported that the high CHF
values in small L /De channels are results of high heat transfer
coefficient of forced convection flow due to short heated lengths.
Sudo et al. �8� also performed analytical studies of CHF in posi-
tive quality regions. Based on the results of the semi-analytical
CHF model developed, they reported that in this region, the effect
of heated length and channel gap size is significant and longer
heated lengths and smaller gap sizes result in low CHF values. In
vertical upflow channels, CHF is limited by flooding at the chan-
nel outlet as the inlet mass flux condition approaches to zero.
Mishima and Nishihara �4� studied CHF in thin rectangular chan-
nels and reported that at near zero mass flux conditions, CHF can
be predicted by the following equation based on the flooding cor-
relation of Wallis �19� and the heat and mass balance in the

channel
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q =
C2hfgA��g��Dg

AH�1 + ��g/�l�1/4�2 �1�

here C is a coefficient determined by the geometry of the chan-
el top entry. Qualitatively speaking, flooding CHF decreases with
ncreasing L /De and therefore, CHF is low for large L /De chan-
els when compared under very low mass flux conditions. On the
ther hand, in channel with very small L /De, flooding CHF in-
reases with decreasing L /De and approaches pool boiling CHF.
n forced convection flow, Mishima and Nishihara �4� reported
hat CHF is caused by dryout of the liquid film just after the flow
egime transits from churn to annular flow.

The purpose of this study is to propose a CHF correlation for
hin rectangular channels applicable to a wide range of heated
engths. The study evaluates the applicability of existing correla-
ions to predict CHF in thin rectangular channels using water as a
orking fluid. A CHF correlation for thin rectangular channels
sing water that is applicable to a wide range of heated length is
eveloped.

Investigation of CHF Data and Correlations in
uality Region

2.1 Effect of Channel Length on CHF. CHF in thin rectan-
ular channels of various L /De values have been collected from
revious studies and compared to investigate the effect of heated
ength. CHF is known to be affected by parameters such as flow
rientation, heated circumference, and pressure. To focus on the
hannel length effect in thin rectangular channels, experimental
ata obtained in two-sided heated rectangular channels with ver-
ical upward flowing water under atmospheric pressure were se-
ected. Available data sets meeting the condition are listed in Table
. All of the data are obtained in single channel flow test section
ith directly heated walls constructed by SUS304 or Inconel alloy
lates. Data of Tanaka et al. �11� were obtained by increasing the
eat flux stepwise at 3% each step, until a sudden temperature rise
f the heated wall was detected. Error associated with heater input
as �2%, and therefore the uncertainties of measured CHFs are
3.5%. Error associated with inlet mass flow rate was �3%.
ncertainties of other data sources are not provided in the litera-

ure and therefore are unknown.
Figure 1 shows variation in CHF with mass flux in thin rectan-

ular channels. In this figure, data obtained in different channel
eometries are plotted with different symbols to see the variation
n data along with L /De. In the low mass flux region �G

200 kg /m2 s�, the data vary significantly with L /De of the
hannel and channels with L /De larger than 170 shows lower
HF compared with channels with L /De below 100. Lower CHF
alues for large L /De channels under very low mass flux condi-
ion can be explained by the effect of L /De on flooding conditions
hich trigger CHF. Under fixed inlet flow and heat flux condition,

uperficial vapor velocity at the channel outlet caused by boiling
n the channel increases with increasing L /De. For this reason,

Table 1 CHF data sets of thin rectang

Database
s

�mm�
w

�mm�
wH

�mm�

Mishima et al. �5� 1.0 4.0 3.0
Mishima and Nishihara �4� 2.4 4.0 3.0
Tanaka et al. �11� 1.0 4.0 3.0
Tanaka et al. �11� 1.5 4.0 3.0
Sudo et al. �9� 2.8 5.0 4.0
Sudo et al. �9� 2.25 5.0 4.0

All CHF data were obtained in two-side heated rectangular c
hannels with large L /De will reach flooding condition at a low

21003-2 / Vol. 131, DECEMBER 2009
heat flux compared with channels with small L /De, and result in
lower CHF value. It should also be noted that in the low mass flux
region, CHF is affected by L /De rather than the heated length
solely.

Comparison of mass flux with exit quality of CHF in various
channel geometries is shown in Fig. 2. Generally, exit quality of
CHF decreases with increasing mass flux. When inlet mass flux is
fixed, channels with large L /De show high exit quality of CHF.
Furthermore, in channels with similar L /De values, CHF tends to
occur at higher exit quality conditions for channels with longer
heated lengths when the inlet mass flux is the same.

The superficial liquid and vapor velocities at the channel outlet
at CHF condition are compared on a flow regime map in Fig. 3.

r channels investigated in this study

L /De

P
�MPa�

G
�kg /m2 s�

�Tin,sub
�K� xeq,out

179 0.1 0–200 40–80 0.17–1.0
77 0.1 0–100 15–75 0.17–1.0
50 0.1 0–2500 40–80 –0.04–1.0
34 0.1 25–4000 40–80 –0.06–0.21
174 0.1 0–110 30–60 0.35–1.0
71 0.1 0–470 25–80 0.08–1.0

els with upward flowing water.

Fig. 1 Variation in CHF with mass flux in thin rectangular
channels

Fig. 2 Variation in exit quality of CHF with mass flux in thin
ula
rectangular channels

Transactions of the ASME



S
d
g
t
o
o
c
o
t
t
l

r
c
t
N
t
K
c
l
e
g
C
c

K

F
m

F
o

J

uperficial liquid and vapor velocities were calculated for each
ata and were plotted on the flow regime map of narrow rectan-
ular channels developed by Hibiki and Mishima �20�. Even
hough the flow regime map of Hibiki and Mishima �20� is based
n adiabatic flow, the flow transition criteria will give us an idea
f the flow pattern at CHF. Superficial velocities for the data were
alculated based on thermally equivalent quality, so data plotted
n Fig. 3 are limited to CHF with positive outlet quality condi-
ions. For all data, flow pattern at CHF is annular flow. Similar
endency was observed for other positive quality CHF data col-
ected.

2.2 Evaluation of Existing Correlations. Existing CHF cor-
elations were compared with data in order to investigate the ac-
uracy of reproducing the effect of L /De. Four correlations for
hin rectangular channels developed by Katto �18�, Mishima and
ishihara �4�, Sudo �8�, and Wright et al. �13�, and four correla-

ions for minichannels developed by Zhang et al. �14�, Kuan and
andlikar �15�, Qu and Mudawar �16�, and Wojtan et al. �17� were
ompared with the data. Within the eight correlations, the corre-
ation of Katto �18�, Mishima and Nishihara �4�, Sudo �8�, Zhang
t al. �14�, and Qu and Mudawar �16� reproduced the data fairly
ood while others showed relatively large deviation from the data.
omparisons of the data with the predicted values of these five
orrelations are shown in Figs. 4–8, respectively.

Figure 4 shows comparison of the data with the correlation of
atto �18�. This correlation consists of four correlations, each

ig. 3 Comparison of CHF conditions with the flow regime
ap

ig. 4 Comparison of saturated CHF data with the correlation

f Katto †18‡

ournal of Heat Transfer
corresponding to a regime where different burnout mechanisms
take place. The general form of the correlation was originally
proposed for round and annular channels, assuming that CHF can
be correlated by four nondimensional numbers Bo, WeL, �v /�l,
and L /De. CHF data obtained in rectangular channels were ana-
lyzed and a generalized correlation was proposed by introducing

Fig. 5 Comparison of saturated CHF data with the correlation
of Mishima and Nishihara †4‡

Fig. 6 Comparison of saturated CHF data with the correlation
of Sudo †8‡

Fig. 7 Comparison of saturated CHF data with the correlation

of Qu and Mudawar †16‡
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he heated equivalent diameter for rectangular channels. As it can
e seen in Fig. 4, the correlation of Katto tends to over estimate
he CHF, especially for high heat flux values.

Figure 5 shows comparison of the data with the correlation of
ishima and Nishihara �4�. This correlation is based on the ob-

ervation of flow pattern transition near burnout. In the churn flow
egime, dry patches on the heated surface are quenched by the
assage of liquid bridges. But when the flow pattern transits to
nnular flow, dry patches are no longer quenched due to the ab-
ence of liquid bridges. Figure 5 shows that for channels with
elatively large L /De, the correlation of Mishima and Nishihara
4� tends to underestimate the CHF with increasing CHF values.
owever, fairly good correlation can be seen with the data in a
ide range of heat flux for channels with small L /De.
Figure 6 shows comparison of the data with the correlation of

udo �8�. The correlation of Sudo overestimates the data for most
f the region. The correlation of Sudo is based on an analytical
odel, assuming that the burnout is triggered by the dryout of the

iquid sublayer underneath the vapor blanket. Sudo considered
hat, in relatively low mass flux and saturated two phase flow, the
ow is annular flow with vapor blankets formed in the liquid

ayer.
Figure 7 shows comparison of the data with the correlation of

hang et al. �14�. The calculated CHF values in the figure are
esults when the hydraulic equivalent diameter is chosen as the
haracteristic diameter. Zhang’s correlation underestimates the
HF for low CHF values, but this may be due to the fact that the
alculated CHF converges to zero at very low mass flux condition
hile the actual CHF approaches to flooding CHF value. The

orrelation of Zhang overestimates the CHF for small L /De
hannels.

Figure 8 shows comparison of the correlation of Qu and
udawar �16� with the data. This correlation is based on data

btained in parallel rectangular channels, which results in rela-
ively large flow instabilities compared with flow in singular chan-
els. The correlation tends to overpredict the CHF for thin rect-
ngular channels.

Evaluation results of the five correlations are tabulated in Table
. Mean deviations of the correlation from the data are listed for
ach database. Among the five correlations, the correlation of
ishima and Nishihara �4� reproduced the CHF with the least
ean deviation. The average mean deviation with the data sets
as 37.3% and the maximum mean deviation was 66.0%, which
as the case for data obtained in the L /De=174 channel. The
orrelation of Mishima and Nishihara reproduces the CHF for
hannels with small L /De fairly well �within the mean deviation
f 25% for L /De�50�, whereas the mean deviation tends to in-

ig. 8 Comparison of saturated CHF data with the correlation
f Zhang et al. †14‡
rease with L /De. The correlation of Qu and Mudawar �16� has an

21003-4 / Vol. 131, DECEMBER 2009
average mean deviation of 67.5%, which is the second smallest of
the correlations compared in this study. The correlation of Qu and
Mudawar showed large deviation from the data of Mishima et al.
�5�. The correlation of Sudo �8� has an average mean deviation of
71.0%. The correlation of Sudo tends to deviate largely from the
data in channels with L /De over 100, especially from the data of
L /De=179. The correlation of Zhang et al. �14� gives an average
mean deviation of 78.7% when the hydraulic equivalent diameter
is chosen as the characteristic diameter. Additionally, the average
mean deviation was 114.9% when the heated equivalent diameter
is chosen as the characteristic diameter. The use of hydraulic
equivalent diameter therefore seems better when applying the cor-
relation of Zhang to rectangular channels. However, the correla-
tion of Zhang fails to predict CHF in channels with L /De below
50 while it reproduces the data quite well for channels with rela-
tively large L /De. Finally, the correlation of Katto �18� gives an
average mean deviation of 156.1%. The correlation of Katto tends
to deviates from the data in channels with L /De below 50.

Regarding other CHF correlations, the correlations of Wright et
al. �13� and Wojtan et al. �17� showed large deviation from the
data. The correlation of Wright et al. �13� is based on the data
obtained in aluminum heated surfaces and takes into account the
Biot number. On the other hand, data compared in this study were
obtained in the test sections with SUS304 or Inconel alloy heated
surfaces and this may be the reason this correlation did not repro-
duce the data well. The correlation of Wojtan et al. �17� is based
on the data obtained in minichannels using refrigerants R-134a
and R-235fa, and the correlation seems not applicable to water.
The equation used in the correlation of Kuan and Kandilkar �15�
did not have solutions for some of the flow conditions of the data
compared in this study. Their correlation may have limitations
when applying to channels with a channel height of a few milli-
meters.

3 Development of New CHF Correlation
Eight correlations have been compared with saturated CHF data

in thin rectangular channels with various databases but none of
them seem to successfully predict the CHF over a wide range of
L /De. A new correlation for saturated CHF in thin rectangular
channels has been developed based on the existing data discussed
above.

CHF is strongly affected by the inlet mass flux, and mass flux is
a dominant parameter to correlate CHF. In channels where a water
plenum is set at the channel top, CHF approaches the heat flux
obtained by the flooding condition at the outlet, which is indepen-
dent with inlet mass flux, at near zero mass flux conditions. The
CHF correlation was therefore assumed to have the following

Table 2 Assessment of saturated CHF correlations

Database
Mean deviation

�%�

Reference
Gap

�mm� L /De

Katto
�1981�

Mishima
�1987�

Sudo
�1986�

Qu
�2004�

Zhang
�2006�

Mishima et al.
�5� 1.0 179 54.1 45.5 167.0 148.8 18.3
Mishima and
Nishihara �4� 2.4 77 54.8 37.5 51.2 31.0 23.6
Tanaka et al.
�11� 1.0 50 236.1 23.5 58.8 69.5 121.3
Tanaka et al.
�11� 1.5 34 369.1 11.4 37.0 62.5 184.7
Sudo et al. �9� 2.8 174 31.0 66.0 80.4 48.1 21.3
Sudo et al. �9� 2.25 71 191.3 40.0 31.6 54.4 103.3

Average among database 156.1 37.3 71.0 67.5 78.7
form
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qCHF
� = qCHF,F

� + f1�G�� �2�

here qCHF
� is the nondimensional CHF, qCHF,F

� is the nondimen-
ional flooding heat flux, and f1 is a function of the mass flux,
hich represents the contribution of forced convective flow on
HF. Nondimensional heat and mass fluxes used in this correla-

ion are defined as

q� = q/�hfg
���gg��� �3�

G� = G/���gg�� �4�

� = ��/g�� �5�

Flooding heat flux qCHF,F
� is unique for each test section and if

his value is known, f1 can be calculated as qCHF
�-qCHF,F

� for each
f the CHF data. Among the six data sets for thin rectangular
hannels, five data sets included the CHF at zero mass flux con-
ition, which gives the experimental value of qCHF,F

�. For one
ata set, experimental value of qCHF,F

� did not exist so the value
as estimated by extrapolating the CHF data at low mass flux

onditions. Figure 9 shows the relation of f1 and G�. For each data
ets, the relation of f1 and G� is almost linear and the relationship
olds for a wide range of G�. This implies that the ratio of f1 and
� is approximately constant for each channel geometries, regard-

ess of the flow conditions such as mass flux and inlet subcooling.
f1 was therefore assumed to be simply express as

f1 = G�f2�L/De� �6�

here f2 is a function of L /De. To investigate the relation of f2
nd L /De, f2 was calculated for all of the data and the average
alue for each channel geometries were compared with L /De.
igure 10 shows the relation of the mean value of f2 with L /De. f2
ecreases with increasing L /De, and the two parameters can be
orrelated as follows:

f2 = 0.0047�L/De�−0.31 �7�
ummarizing Eqs. �2�–�7�, the CHF correlation for thin rectangu-

ar channel was concluded to be described as

qCHF
� = qCHF,F

� + 0.0047G��L/De�−0.31 �8�

he flooding CHF term qCHF,F
� in Eq. �8� can be calculated by Eq.

1� if the parameter C for thin rectangular channels is known.
igure 11 shows the values of C for each channel geometry of the
atabase calculated by the flooding CHF value and Eq. �1�. Dur-
ng the calculation of C, the channel width was chosen as the
haracteristic length of the flooding, because in thin rectangular
hannels, liquid mainly flows down the side walls as liquid film

ig. 9 Comparison of force convection related CHF term with
he mass flux
nd the velocity profile along the wide walls impact the flooding

ournal of Heat Transfer
condition. As it can be seen in Fig. 11, C is approximately 0.71 for
thin rectangular channels. Applying this constant value, the flood-
ing CHF term qCHF,F

� can be calculated by the equation below,
which is derived from Eq. �1� and the definition of the nondimen-
sional heat flux described in Eq. �3�, as

qCHF,F
� =

�0.71�2A�D/�
AH�1 + ��g/�l�1/4�2 �9�

Here, the characteristic length D is represented by the channel
width.

Now that the flooding CHF in thin rectangular channels can be
calculated, saturated CHF in thin rectangular channels can be pre-
dicted as

q� =
�0.71�2A�D/�

AH�1 + ��g/�l�1/4�2 + 0.0047G��L/De�−0.31 �10�

where q�, G�, and � are defined by Eqs. �3�–�5�, respectively and
D is represented by the channel width. The new correlation was
evaluated by the CHF database tabulated in Table 1 and the results
are summarized in Table 3. The average of the mean deviation of
each data set is 18.7%. The new correlation predicts all the data
with a mean deviation of 17.0%, and succeeds to reproduce CHF
within �32% deviation with 90% confidence. The maximum de-
viation is +80%, which was with the data obtained under rela-
tively high mass flux condition. Figure 12 compares the CHF data
and predicted values with the new correlation. The new correla-
tion succeeds to predict the CHF within a fairly small error for

Fig. 10 Determination of L /De dependency in thin rectangular
channels
Fig. 11 Comparison of parameter C with L /De

DECEMBER 2009, Vol. 131 / 121003-5
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hannels with various values of L /De. Generally, the new corre-
ation tends to deviate from the data at relatively high inlet mass
ux conditions, which is considered to be near the region where
HF mechanism transits from dryout to burnout type. When lim-

ted to mass flux conditions below 200 kg /m2 s, the new corre-
ation reproduces the CHF within �50% error. Applicable range
f the new correlation to predict CHF within �50% error is tabu-
ated in Table 4. Figure 13 shows a comparison of the CHF data
btained in channels with different heated lengths but the same
ross sectional geometry. The figure indicates that CHF decreases
ith increasing L /De when the mass flux is fixed and the new

orrelation reproduces this tendency fairly well. In Fig. 14, calcu-
ation lines of the new correlation are plotted as a function of
/De. CHF decreases with increasing L /De and the new correla-

ion reproduces the effect of L /De for either of the mass flux
onditions compared in the figure.

The new developed correlation has been compared with data
or working fluid other than water to seek its applicability to other
uids. The correlation was compared with the data of Wojtan et al.
17�, which was obtained in single circular minichannels for
-134a and R-245fa. Figure 15 shows comparison of the pre-
icted CHF with the data. The new correlation predicts the CHF
airly well within �40% error, even though the correlation was

Table 3 Assessment of the new developed CHF correlations

Database

Mean deviation
�%�eference

Gap
�mm� L /De

ishima et al. 1.0 179 17.7
ishima and Nishihara 2.4 77 13.0

anaka et al. 1.0 50 12.1
anaka et al. 1.5 34 24.8
udo et al. 2.8 174 14.5
udo et al. 2.25 71 30.2

Average among database 18.7

ig. 12 Evaluation of the new developed correlation with satu-
ated CHF data

Table 4 Applicable range of the new correlation

arameter Range

hannel gap, s �mm� 1–2.8
hannel length, L /De 34–179

nlet subcool, �Tsub �K� 20–80
xit quality, xeq 0.05–1
ass flux, G �kg /m2 s� 0–200
21003-6 / Vol. 131, DECEMBER 2009
based solely on data for water. However, CHF data for thin rect-
angular channels for fluids other than water are limited at this time
and therefore applicability of the correlation to other fluids has
uncertainty.

Fig. 13 Comparison of the new correlation with CHF data ob-
tained in channels with different heated length

Fig. 14 Effect of heated length on CHF in different mass flux
conditions

Fig. 15 Comparison of the new correlation with CHF data for

working fluids other than water
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Conclusions
CHF in thin rectangular channels has been studied based on

xisting data for water obtained under atmospheric pressure. Ex-
sting CHF correlations were examined to seek the applicability to
hin rectangular channels but none seem to cover the CHF for a
ide range of heated lengths. A new CHF correlation applicable

n positive quality region that takes into account the heated length
as developed. Detailed conclusions can be drawn as follows:

�1� Under low mass flux conditions, the CHF is highly affected
by the L /De of the channel. Channels with larger L /De
values tend to result in low CHF. Under fixed inlet flow and
heat flux condition, superficial vapor velocity at the channel
outlet increases with increasing L /De. It is considered that
channels with large L /De will reach flooding condition or
annular flow transition at a lower heat flux compared with
channels with small L /De values, and result in lower CHF.

�2� CHF correlations for rectangular channels and minichan-
nels were compared with the existing data for thin rectan-
gular channels. The correlation of Mishima and Nishihara
�4� reproduced the saturated CHF data within the smallest
mean deviation. Some correlation show good agreement
with data for particular channel geometries but none suc-
cessfully predicted the CHF for a wide range of L /De.

�3� A new CHF correlation for thin rectangular channels appli-
cable to a wide range of heated length has been developed.
The correlation reproduced saturated CHF in low mass flux
conditions within �50% error and a mean deviation of
17%, which is less than half of the value of the existing
correlations. Applicable range of the correlation is shown in
Table 4.

omenclature
A � cross sectional area of channel

AH � heated area
C � coefficient

Bo � Boiling number
D � characteristic length or diameter

De � hydraulic equivalent diameter of channel
�Tsub � subcooled temperature
f1, f2 � function

g � gravitation acceleration
G � mass flux

hfg � latent heat of evaporation
L � length from channel inlet
P � pressure
q � heat flux
s � gap clearance

w � channel width
wH � heated channel width
We � Weber number
xeq � thermodynamic equilibrium quality

reek Symbols
�� � differential density ��l-�g�

� � critical wavelength
� � density
ournal of Heat Transfer
Subscripts
CHF � critical heat flux

F � flooding condition
g � saturated vapor
in � inlet of channel
l � saturated liquid

L � length from channel inlet
out � outlet of channel
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Experimental and Numerical
Study of Single Bubble Dynamics
on a Hydrophobic Surface
The growth and departure of single bubbles on two smooth surfaces with very different
wettabilities are studied using high-speed video microscopy and numerical simulations.
Isolated artificial cavities of approximately 10 �m diameter are microfabricated on both
a bare and a Teflon-coated silicon substrate to serve as nucleation sites. The bubble
departure diameter is observed to be almost 3 times larger and the growth period almost
60 times longer for the hydrophobic surface than for the hydrophilic surface. The waiting
period is practically zero for the hydrophobic surface because a small residual bubble
nucleus is left behind on the cavity from a previous ebullition cycle. The experimental
results are consistent with our numerical simulation results. Bubble nucleation occurs on
nominally smooth hydrophobic regions with root mean square roughness �Rq� less than 1
nm even at superheat as small as 3°C. Liquid subcooling significantly affects bubble
growth on the hydrophobic surface due to increased bubble surface area. Fundamental
understanding of bubble dynamics on heated hydrophobic surfaces will facilitate the
development of chemically patterned surfaces with enhanced boiling heat transfer per-
formance and novel phase-change based micro-actuators and energy harvesters.
�DOI: 10.1115/1.3216038�

Keywords: single bubble, hydrophobic surface, nucleate boiling, dynamics, wettability,
phase change
Introduction
Fundamental understanding of bubble nucleation and growth on

eated surfaces is essential to predict boiling heat transfer perfor-
ance and design bubble-driven microfluidic devices. Past studies

ave identified surface wettability as one of the most important
actors affecting bubble nucleation and growth dynamics. The re-
ent studies of Dhir �1,2� provide a good summary of the current
nderstanding.
The effect of surface wettability on bubble growth can be in-

erred from the previous empirical correlations. Fritz �3� derived
he following semi-empirical relation between the bubble depar-
ure diameter and contact angle by balancing the buoyancy force
ith the surface tension force

Dd = 0.0208�� �

g��l − �v�
�1�

Equation �1� illustrates that the bubble departure diameter in-
reases with increasing contact angle. For the bubble release fre-
uency, Zuber �4� suggested the following relation:

fDd = 0.59��g��l − �v�
�l

2 �1/4

�2�

By combining Eq. �2� with Eq. �1�, the bubble release fre-
uency can also be related with surface wettability. However, it
hould be noted that the above correlations were obtained from a
ather limited set of data and their validity, especially for hydro-
hobic surfaces, has not yet been fully established.
Abarajith and Dhir �5� conducted numerical simulations to in-

estigate the effect of contact angle on single bubble growth dy-
amics. Their study showed that as the contact angle increased
rom 0 deg to 90 deg, the bubble departure diameter and growth
eriod increased substantially. Nonetheless, the accuracy of nu-

Manuscript received September 28, 2007; final manuscript received March 28,

008; published online October 15, 2009.
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merical simulations remains limited due to challenges associated
with modeling dynamic contact angles and microlayers.

Experiments of single bubble dynamics have been conducted
over a limited range of contact angles because most studies have
used a polished silicon or copper substrate as the heating surface.
Qiu and co-workers �6,7� conducted single bubble experiments on
a silicon wafer with a 55 deg static contact angle, and measured
the bubble departure diameter and bubble growth period while
changing the superheat and subcooling from 6°C to 9°C and 0°C
to 3°C under both earth and low gravity levels. They also re-
ported changes in dynamic contact angles during the ebullition
cycle.

Takata et al. �8� reported a study of boiling on superhydropho-
bic surfaces made of fine particles of nickel and polytetrafluoro-
ethylene �PTFE�. However, they only made a rather qualitative
observation that the film boiling occurs even at very small super-
heat because generated bubbles merge into a vapor film without
departing from the surface.

In the present study, we report a detailed study of single bubble
nucleation, growth, and departure dynamics on a hydrophobic sur-
face.

2 Experimental Setup
Figure 1 shows the schematic of our experimental setup, which

is similar to the one used by Qiu and co-workers �6,7�. The setup
consists of a polycarbonate test chamber �dc=200 mm and hc
=93 mm�, a quartz window �dw=50.8 mm�, and a G-10 base.
De-ionized, filtered, and degassed water is used as the test liquid.
Two cartridge heaters are immersed in the liquid to control the
subcooling level, and two K-type thermocouple probes are used to
monitor the liquid temperature. The test chamber is thermally in-
sulated by a melamine foam sheet. Bubble images are captured
using a high-speed camera �1220 5PS� equipped with a zoom lens
�105 mm f/2.8D AF Micro Nikkor�.

A bare silicon wafer and a Teflon-coated silicon wafer are used

as the heating surfaces. At the center of each wafer, a microcavity

DECEMBER 2009, Vol. 131 / 121004-109 by ASME
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s fabricated using the deep reactive ion etching �DRIE� tech-
ique. The diameter of the cavity is about 15 �m for the bare
ilicon wafer and 7 �m for the Teflon-coated wafer. Both cavities

ig. 1 Schematic diagram of the experimental setup: „a… the
hole setup and „b… the silicon wafer instrumented with strain
auge heaters and thermocouple wires

Fig. 2 Surface topography of Teflon
phy and the water droplet placed on

Y=5.5 �m

21004-2 / Vol. 131, DECEMBER 2009
have a depth of approximately 20 �m. As in Fig. 1�b�, a set of
planar strain gauge heaters �7�7 mm2 and 120 �� and K-type
thermocouple wires are attached to the back side of the wafers to
control and measure the wafer temperature. The wafer and wires
are mounted on a G-10 base using RTV 60 sealant.

3 Hydrophobic Coating With Teflon Solution
A thin, smooth hydrophobic layer required for the single bubble

experiment is generated using a Teflon amorphous fluoropolymer
�AF� solution, which is made by dissolving 2% �by weight� Teflon
amorphous fluoropolymer resin �Du Pont Polymers� into FC40
solvent �3M Fluorinert Electronic Liquid�. This solution is spin-
coated on a silicon substrate at 2000 rpm for 30 s. Subsequently,
the substrate is baked at 180°C for 10 min to dry the solvent, and
then annealed at 340°C for 2 h to improve the surface uniformity
and the adhesion characteristic. The thickness of the Teflon layer
is measured to be about 200 nm, and the static contact angle with
water is about 120 deg at room temperature. To measure the static
contact angle, a droplet ��5 �L� of de-ionized and filtered water
is placed on the surface and the contact angle is measured using a
goniometer �First Ten Angstroms 4000A�. One of the captured
droplet images is shown in Fig. 2�a�. The surface topography and
roughness of the Teflon-coated surface is measured using an
atomic force microscope and the results are given in Fig. 2. The
root mean square roughness of profile �Rq� is measured to be
0.418 nm, and the peak-to-peak height �Ry� is 2.086 nm.

4 Estimation of the Wall Superheat
To measure the superheat, thermocouples are attached to the

silicon wafers. However, measuring the accurate superheat at a
microcavity is quite challenging because of the small size of the
cavity. In case of the bare silicon wafer, one central and six sur-

ated wafer: „a… 3D surface topogra-
is surface and „b… the line profile at
-co
th
Transactions of the ASME



r
u
F
r
s
a
i
u

h
w
h
e
e
b
t
v

v
s
m
n
n
f
�
m
a
h
t
o
s
s
a

5

u
d
g
w
s
b
c
d

J

ounding heating elements are used simultaneously to obtain a
niform temperature distribution around the center cavity �see
ig. 1�b��. However, on the Teflon-coated wafer, this heater ar-
angement tends to generate unexpected bubbles on the nominally
mooth surrounding surface with no artificial cavity. To minimize
ny undesired bubble nucleation, only the center heating element
s activated. The resulting superheat at the cavity is estimated
sing finite element simulations.
The calculated 3D model consists of a 7�7 mm2 constantan

eating element �the center element�, a 100 mm-diameter silicon
afer, and a 15 mm-thick RTV 60 silicone layer. The convective
eat transfer coefficient �h� of the top surface of the wafer is
stimated between 1300–1400 W /m2 K based on the previous
xperimental data �9�. The adiabatic condition is applied at the
oundaries of the RTV silicone layer. Figure 3 shows predicted
emperature distributions, which agree well with the measured
alues at points 1 and 2.
The bubble nucleation on nanoscopically smooth surfaces is

ery interesting but still not a well understood topic. A previous
tudy also reported bubble nucleation on “smooth” surfaces at
odest superheats, raising questions about the validity of existing

ucleation models. Theofanous et al. �10� reported that bubble
ucleation occurs at around 12–17°C of superheat on nanoscale
resh titanium thin films. The authors later argued �Dinh et al.
11�� that the presence of nanoscale inhomogeneities rather than
icroscopic cavities is responsible for such “premature” nucle-

tion. In a recent unpublished study, we microfabricated isolated
ydrophobic patches of 15–100 �m in width and 200 nm in
hickness on a silicon surface. On these hydrophobic patterns, we
bserved reproducible and stable bubble nucleation at 6–9°C of
uperheat. This provides more direct experimental evidence that
mooth hydrophobic surfaces can serve as effective bubble nucle-
tion sites.

Results and Discussion

5.1 Bubble Departure Diameter and Growth Period. Fig-
res 4 and 5 display selected frames of the bubble growth images
uring one ebullition cycle, and Figs. 6 and 7 show the bubble
rowth history on the bare silicon wafer and the Teflon-coated
afer. In Fig. 7, the base diameter and height are separately pre-

ented instead of the bubble equilibrium diameter because the
ubble shape is far from spherical. To compare the two cases,
haracteristic length �l0�, velocity �u0�, and time �t0� are intro-

Fig. 3 Temperature distributions on the silicon wafer surface
uced as follows �12�:

ournal of Heat Transfer
l0 =� �

g��l − �v�
, u0 = �g · l0, t0 =

l0
u0

�3�

As seen from Figs. 4–7, a single bubble generated on the
Teflon-coated wafer has about 3 times larger bubble departure
diameter and 60 times longer bubble growth period than one on
the bare silicon wafer. This can be explained by balancing forces
acting on a bubble. When a bubble grows, the buoyancy force acts
as the main upward force while the surface tension force counter-
acts it. Additionally, when the surrounding liquid is stationary, the
viscous drag also opposes the buoyancy force.

On the surfaces with high contact angles, the large bubble base
area leads to increased downward surface tension force. Conse-
quently a large volume is required for a bubble to depart from the
surface, and the bubble has a large departure diameter and a long
growth period. The horizontal component of the surface tension
force is also worthy of notice. For a contact angle greater than 90
deg, the force changes its direction and opposes the shrinking of
the bubble base. Therefore, the bubble can maintain its large base

Fig. 4 Selected images of the single bubble during one ebul-
lition cycle „heating surface: bare silicon wafer, �Tw=4.0°C,
�Tsub=1.5°C, p=1 atm, t�= t / t0, and t0=1.6Ã10−2 s…

Fig. 5 Selected images of the single bubble during one ebul-
lition cycle „heating surface: Teflon-coated silicon wafer, �Tw

� −2
=2.9°C, �Tsub=0°C, p=1 atm, t = t / t0, and t0=1.6Ã10 s…

DECEMBER 2009, Vol. 131 / 121004-3
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iameter for a long time and have an extremely long growth
eriod.
Table 1 shows the measured dynamic contact angles on our

are and Teflon-coated silicon wafers. In both cases, the dynamic
ontact angles measured during the base shrinking period are
arger than the ones observed during the base expansion period. A
revious study �7� on single bubble dynamics reported higher con-
act angles for bare silicon wafers than is obtained for the present
afer due presumably to differences in surface preparation meth-
ds. This may explain why the previous study observed larger
ubble departure diameters and longer growth periods than the
resent study.
The bubble departure diameter and growth period are calculated

sing Eqs. �1� and �2� with the measured ranges of dynamic con-
act angles as input parameters. As shown in Table 2, the predicted
alues compare favorably with the data for the bare silicon sur-
ace. Our data, however, do suggest that the validity of the exist-
ng correlation for the bubble growth period is severely limited for
ydrophobic surfaces.

5.2 Bubble Growth Dynamics. On substrates with moderate
ontact angles, the bubble growth period can divided into three
tages: the waiting period, the inertia-controlled period, and the
eat transfer-controlled period �13–17�. Figure 6 shows that the
ubble growth on a bare silicon wafer can be well explained by
hese three stages. However, Fig. 7 reveals that the bubble growth

ig. 6 Bubble growth history during one ebullition cycle „heat-
ng surface: bare silicon wafer, �Tw=4.0°C, �Tsub=1.5°C, p
1 atm, t�= t / t0, t0=1.6Ã10−2 s, Deq

�=Deq/ l0, DB
�=DB / l0, Dd

�

Dd / l0, and l0=2.5Ã10−3 m…

ig. 7 Bubble growth history during one ebullition cycle „heat-
ng surface: Teflon-coated silicon wafer, �Tw=2.9°C, �Tsub
0°C, p=1 atm, t�= t / t0, t0=1.6Ã10−2 s, DB

�=DB / l0, H�=H / l0,
� −3
d =Dd / l0, and l0=2.5Ã10 m…

21004-4 / Vol. 131, DECEMBER 2009
mechanism on a hydrophobic surface cannot be clearly character-
ized using the same stages. For example, the bubble departs from
the surface after a short necking period and leaves behind a small
nucleus on the surface, which then continues to grow into a new
bubble. As a result, no waiting period is observed. Also, rapid
bubble expansion out of the cavity, which typically occurs during
the inertia-controlled period for hydrophilic surfaces, is not ob-
served on the Teflon surface.

To clarify the relative effect of the viscous force versus the
surface tension force, the capillary numbers �Ca=��h /�� are cal-
culated in Fig. 8. Here, � is the viscosity coefficient of water and
�h is the growth rate of the bubble height. Figure 8 illustrates the
increased effect of the surface tension force as well as the distinct
bubble growth patterns on a hydrophobic surface. On the bare
silicon wafer, the capillary number is gradually decreased from
the inertia-controlled period to the heat transfer-controlled period.

Table 1 Changes in dynamic contact angles during bubble eb-
ullition cycle

Tested wafer

Receding contact angle
�during base expansion�

�deg�

Advancing contact angle
�during base shrinking�

�deg�

Bare silicon
wafer 33–43 39–46

Teflon-coated
silicon wafer 118–125 126–134

Bare silicon
wafer �7� 45–51 55–61

Table 2 Normalized bubble departure diameters and bubble
growth periods: experimental results and calculated values by
Eqs. „1… and „2…

Silicon wafer Teflon-coated wafer

Present
exp.

Eqs. �1� and �2�
�3 and 4�

Present
exp.

Eqs. �1� and �2�
�3 and 4�

Departure
diameter �Dd

�� 0.93 0.78–0.93 2.67 2.53–2.70

Growth
period �t�� 1.69 1.33–1.56 109.13 4.28–4.56

Fig. 8 Temporal change in capillary number during one ebul-
� −2
lition cycle „t = t / t0, t0=1.6Ã10 s, and logarithmic scale…

Transactions of the ASME
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owever, on the Teflon-coated wafer, the capillary number is al-
ost constant before the lift-off period, and then starts to increase.

Subcooling Effects
Figures 9 and 10 show the bubble images on the Teflon-coated

afer under two different subcooling conditions. Only the time
ifference is presented because there was no ebullition cycle. In
ig. 9, the nucleated bubble stops growing and remains on the
urface. In this specific case, the bubble is stationary because
vaporation at the bubble base is balanced by condensation occur-
ing at the top of the bubble. In Fig. 10, despite high superheat and
ctive bubble merging, bubbles still cannot depart from the sur-
ace. This figure also shows many small bubbles generated on the
ominally smooth surrounding region with no cavity. The effect of
ubcooling becomes more significant on a hydrophobic surface
han on a hydrophilic surface because of the increased condensa-
ion area of larger bubbles. Qiu and Dhir �6� reported that even
ubcooling as small as 0.3°C led to an increase in the bubble
rowth period from 9 s to 15 s under low gravity condition due to
he large bubble size. Takata et al. �8� also observed that, on
uperhydrophobic surfaces with a static contact angle of 152 deg,
ubbles immediately form a vapor film under a subcooled liquid.

Numerical Simulation
To further elucidate our experimental results, numerical simu-

ations are conducted under the conditions of �Tw=2.9°C,
Tsub=0°C, p=1 atm, and �=120 deg. The vapor-liquid inter-

ace is captured by the level set method. The details of the model
re described in Son et al. �12�. In addition, the moving mesh
ethod is incorporated into the computational framework �18�.
he natural convection temperature distribution �19� and station-
ry flow field conditions are adopted as the initial conditions.

The accuracy of the simulation is limited by the following sim-
lifications. Evaporation from the microlayer and the change in
all temperature are neglected throughout the simulation. Further-
ore, the contact angle is assumed to be fixed at 120 deg in the

imulation, while the dynamic contact angles range from 118 deg
o 134 deg in the experiment �see Table 1�. Finally, the simulation
esults are obtained only during the first ebullition cycle, while
xperimental data are measured after reaching steady state. Since
imulating a large bubble on a hydrophobic surface requires a

ig. 9 Selected images of the single bubble in subcooled liq-
id „heating surface: Teflon-coated wafer, �Tw=2.9°C, �Tsub
2.5°C, and p=1 atm…

ig. 10 Selected images of the single bubble in subcooled liq-
id „heating surface: Teflon-coated wafer, �Tw=4.6°C, �Tsub

3.5°C, and p=1 atm…

ournal of Heat Transfer
larger computational domain than a small bubble on a hydrophilic
surface, multiple-cycle calculations are not performed in this
study in order to limit calculation time and cost.

In spite of these limitations, the simulation provides strong
qualitative support to the experimental findings and gives the de-
tailed information of flow, temperature, and pressure distributions.
Figure 11 shows the evolution of the bubble interface, temperature
distributions, and normalized velocity vectors �u�=u /u0�. The ex-
perimental and numerical results are presented side by side. Here,
the simulated bubble shapes correspond well with the experimen-
tal results. The predicted growth period and bubble departure di-
ameter are only 5 and 7% less than the eperimental data, respec-
tively. Some difference in the growth rate is understandable
considering the simplifications mentioned above.

As in the experiment, when a bubble grows, the base also ex-
pands, and the vortex in the liquid forms to flow upward, away
from the bubble. Initially, the bubble grows fast, and then down-
ward flow of the surrounding liquid compresses the thermal layer
near the interface. Since only a small portion of the interface is
surrounded by the superheated liquid, bubble growth then slows
down. Similar to Fig. 5, the interface starts to be distorted after the
base reaches its maximum value. The base shrinks very rapidly
and the bubble starts to lift off as it breaks off at the bubble neck
near the heating surface. The residual bubble nucleus remains on
the surface and starts to grow as a second bubble.

Figure 12 represents the pressure distributions. The pressure at
the top of the domain is set to be zero and is scaled by the product
of vapor density and the square of characteristic velocity �p�

=p /p0 , p0=�vu0
2�. When the bubble growth rate is very small

and inertia force is ignored, the surface tension balances the pres-
sure difference through the interface. An insignificant pressure
variation exists inside the bubble, so the pressure difference along
the interface in the liquid side is proportional to the interfacial
curvature variation at different locations. As the bubble grows, the
pressure difference also increases between the top of the bubble

Fig. 11 Bubble shapes, temperature distributions, and veloc-
ity vectors „�=120 deg, �Tw=2.9°C, �Tsub=0°C, p=1 atm, t�

= t / t0, t0=1.6Ã10−2 s, t1
�=experimental data, and t2

�

=numerical data…
and the location close to the wall in the liquid. When it reaches a
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ertain value, the curvature at the location close to the wall has to
djust itself to balance the pressure difference since the fixed con-
act angle does not allow the shape to change at the junction of
hree phases. The resulting liquid flow accelerates the shrinking of
he bubble base.

Conclusions
The nucleation, growth, and departure of single bubbles are

tudied on two smooth surfaces with very different wettabilities.
o our knowledge, this is the first quantitative study of single
ubble dynamics on a hydrophobic surface having a contact angle
reater than 100 deg. The bubble on the Teflon-coated wafer has
bout 3 times larger departure diameter and 60 times longer
rowth period than one on the bare silicon wafer. On the hydro-
hobic surface, the bubble departs from the surface after a short
ecking period and leaves behind a small residual bubble nucleus
n the surface, which then grows in the next cycle. As a result, no
aiting period is observed. In addition, liquid subcooling signifi-

antly impedes bubble growth on the hydrophobic surface due to
he increased bubble surface area. The experimental findings are
ualitatively consistent with the results of numerical simulations
nd the calculated bubble growth period and departure diameter
re 5% and 7% less than the experimental values, respectively.
ccurate models for dynamic contact angle changes and micro-

ayer evaporation will be required to improve the accuracy of

Fig. 12 Bubble shapes and pressure distributio
t�= t / t0, and t0=1.6Ã10−2 s…
umerical simulations.
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Nomenclature
Ca 	 capillary number
Deq 	 equivalent bubble diameter, m
DB 	 bubble base diameter, m
Dd 	 bubble departure diameter, m
dc 	 test chamber diameter, mm
dw 	 quartz window diameter, mm

f 	 bubble release frequency, 1/s
g 	 gravitational acceleration at any level, m /s2

h 	 convective heat transfer coefficient, W /m2 K
hc 	 test chamber height, mm
H 	 bubble height, m
l0 	 characteristic length, m
P 	 pressure, atm

Rq 	 root mean square roughness of profile, nm
Ry 	 peak-peak height roughness of profile, nm

t 	 time, s
t0 	 characteristic time, s
T 	 temperature, K
u 	 velocity vector

„�=120 deg, �Tw=2.9°C, �Tsub=0°C, p=1 atm,
ns
u0 	 characteristic velocity, m/s
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�h 	 growth rate of bubble height, m/s
� 	 liquid viscosity coefficient, N s /m2

� 	 density, kg /m3

� 	 surface tension, N/m
� 	 apparent contact angle, deg

ubscripts
l ,v 	 liquid and vapor phases
sub 	 subcooling

w 	 wall
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Enhancement of Heat Transfer
Behind Sliding Bubbles
The time-dependent temperature distribution on an inclined, thin-foil uniform-heat-
generation heater was used to infer the heat transfer enhancement caused by the passage
of an FC-87 bubble sliding beneath the lower surface of the heater. A two-camera system
was used: One camera recorded color images of a liquid crystal layer applied to the
upper (dry) side of the heater while a second camera simultaneously recorded the posi-
tion, size, and shape of the bubble from below. The temperature response of the heater
could then be correlated directly to the bubble characteristics at any given time during its
passage. The data along the line bisecting the bubble wake from the nine bubbles com-
prising 54 bubble images were analyzed. The heat transfer in the wake behind the sliding
cap-shaped bubbles is very effective compared with the natural convection that occurs
before the passage of the bubble. The maximum values of heat transfer coefficient in the
range of 2500 W /m2 K were produced in very sharply peaked curves. The point of
maximum cooling measured as a fraction of the local driving temperature difference
before the bubble passage was identified and correlated with some success to the stream-
wise length of the bubble. The location of the maximum heat transfer coefficient was
reasonably correlated with bubble width. The level of the maximum heat transfer coeffi-
cient when cast as a Nusselt number based on bubble width grew to a saturation value as
the bubble moved across the plate. A constant value of Nusselt number requires that the
heat transfer coefficient falls as the bubble grows past some critical bubble size. This
behavior was observed for the larger cap-shaped bubbles. �DOI: 10.1115/1.3216039�

Keywords: sliding bubbles, enhancement, wakes
Introduction
Boiling heat transfer occurs in a wide variety of engineering

pplications such as energy conversion systems, manufacturing
rocesses, and cooling of advanced electronic systems. Nucleate
oiling provides an attractive means of cooling temperature-
ensitive, high heat-flux devices because it can sustain a large
eat-flux over a small and relatively stable temperature difference.
he design of high-density computer chips and compact heat ex-
hangers require reliable predictions of the initiation of boiling
nd of the heat transfer rate that follows for a variety of surfaces
nd convective fields assuring that a surface designed to operate in
oiling is in fact doing so is of extreme importance. For example,
t is well known that boiling can be delayed on heat-flux-
ontrolled surfaces so that large and potentially damaging, over-
hoots in surface temperature can occur. In addition to eliminating
emperature overshoot, there is also a need for flows that combine
ingle-phase convection and boiling so that heat transfer is en-
anced beyond the rates that occur in boiling alone.
Many convective situations involve bubbles forming at one

lace in a device and, after detachment, moving along adjacent
urfaces. This has become known as the sliding-bubble phenom-
non. Sliding bubbles can dramatically increase the local heat
ransfer rate from the surface on which they slide. Cornwell and
chuller �1� observed that sliding bubbles enhanced heat transfer
s a shell-and-tube heat exchanger that experiences boiling over
ome or all of its tubes. Later, Cornwell �2� produced a surprising
esult. With all the tubes in a tube bank at the same heat-flux, the
pstream tubes were in nucleate flow-boiling while the down-
tream tubes experienced no boiling at all. Clearly the heat trans-
er coefficient h on the downstream tubes had to be high enough
o hold the surface temperature Tw below that required for the
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AL OF HEAT TRANSFER. Manuscript received February 12, 2008; final manuscript
eceived March 24, 2009; published online October 15, 2009. Review conducted by

ogesh Jaluria.

ournal of Heat Transfer Copyright © 20
onset of boiling while supporting a heat-flux that should have
resulting in boiling. Cornwell postulated that high h on the down-
stream tubes resulted from heat transfer into bubbles that nucle-
ated on the upstream tubes and slid around the walls of the down-
stream tubes. Furthermore, at higher heat fluxes, boiling initiated
on the downstream tubes with no reported temperature overshoot.
This implies that for higher fluxes, the downstream h values are so
high that little change in Tw is experienced once boiling initiates.

A recent work has shown that the importance of the sliding-
bubble phenomenon extends beyond the external-flow surfaces of
heat exchangers and surfaces that experience pool boiling. For
example, Klausner �3� discussed sliding bubbles in the context of
forced convection boiling inside tubes, a common industrial heat
transfer application that is not commonly associated with this
mechanism.

A sliding-bubble can induce at least three significant mecha-
nisms that enhance heat transfer. The bubble displaces liquid and
acts almost like a bluff body moving through the liquid, so a local
enhancement in convection around the bubble can occur. Also, it
was long known that sliding bubbles can create a thin liquid mi-
crolayer between the bubble and the surface on which it slides
�4,5�. As the bubble slides, the microlayer evaporates and is re-
plenished by liquid trapped under the upstream edge of the
bubble. Finally, the bubble induces substantial mixing in its wake,
giving a sustained increase in heat-flux behind the bubble.

Addlesee and co-workers �6–8� examined the fluid dynamics of
sliding bubbles and the accompanying heat transfer implications.
They also investigated the velocity of bubbles as they rise under
an inclined plate and the film thickness that separates the bubble
from the surface. Yan and co-workers �9,10� also undertook stud-
ies that seek to explain the enhancement mechanisms of sliding
bubbles. Yan was the first to apply liquid crystal thermography to
the measurement of surface temperature fields that develop around
sliding bubbles. Kenning et al. �11� mapped the surface tempera-

ture imprint from a bubble sliding through saturated water using

DECEMBER 2009, Vol. 131 / 121005-109 by ASME
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iquid crystals. Because the liquid was saturated, the amount of
eat transferred to the bubble could be estimated from the ob-
erved volume increase in the bubble.

In a work reported later, Kenning and Bustnes �12� reported the
tudies of the injection of steam bubbles into saturated water un-
er a thin heater coated with a liquid crystal at inclinations of 15
eg, 30 deg, and 45 deg from horizontal. The data for only one
ubble at 15 deg were reported, which are reasonably close to the
ata contained in this paper for FC-72 at 12 deg inclination. Liq-
id crystal measurements before, during, and after bubble passage
ere presented. Their experiments involved a series of bubbles
eing injected rather than a single bubble. The authors noted that
the interval between injected vapor bubbles could not be longer
han 5 s and thermal disturbances from a preceding bubble were
ometimes present that could not be detected by eye in the live,
nprocessed image.” The present work as reported in this paper
nvolves the injection of a single bubble so that there was ample
ime for all disturbances to damp out before another experiment
as performed. Indeed, Kenning and Bustnes noted that the tem-
erature field in front of the bubble revealed small-scale distur-
ances in both the heat transfer coefficients and the heat-flux
aps. They note that the nature of the thermal boundary layer

head of the bubble prior to the passage of the bubble affects the
onvective heat transfer to the curved interface of the bubble,
hich they claim is the dominant mode of heat transfer in their

xperiments. They observe that this effect has not been examined
ystematically in experiments on isolated bubbles. Our work re-
orted in this paper addresses this issue directly. In our work, the
emperature field in front of the bubble depended on the natural
onvection field generated by the liquid itself as it was exposed to
he heated wall. The natural convective field was carefully mea-
ured and it was used as the baseline against which the enhance-
ent of heat transfer as the bubble passed was measured.
Kenning and Bustnes also noted that there was an area of in-

ense cooling directly behind the bubble and even in the far-field
here were indications of thermal disturbance. We did not observe
he disturbances in the far-field in our experiments probably be-
ause we injected a single bubble into a flow that was undisturbed
y the passage of previous bubbles.
In a precursor work to this study, Bayazit and co-workers

13,14� used thermochromic liquid crystals on a 51 �m thick
tainless steel foil to study the heat transfer mechanisms generated
y a sliding-bubble. Using FC-87 as the working fluid, they in-
ected single FC-87 vapor bubbles under a constant heat-flux sur-
ace that was inclined at 12 deg from the horizontal. A camera
ounted from above recorded the color change in the liquid crys-

al surface while a bottom-mounted camera recorded the bubble
ynamics. Using these images, the bubble position, size, and ve-
ocity were determined. Also, the bubble coordinates were
apped onto the top surface to analyze the temperature drop in

omparison to the bubble position. The convective heat transfer
oefficient h was determined in relation to the position of the
liding-bubble and it was determined that the highest h occurs in
he wake of the bubble. In the wake, the h reached a max value
hat ranged from 500 W /m2 K to 800 W /m2 K. Bayazit �13�
ound h in the wake of the bubble to be six to seven times higher
han that due to natural convection.

Qui and Dhir �15� studied the heat transfer enhancement under
sliding-bubble on a silicon test surface heated by microgauge

eaters and instrumented with thermocouples. Vapor bubbles of
F-5060 were created from an artificial cavity. Silvered glass par-

icles were added to the fluid to enable flow visualization. They
bserved a transition from spherical to elliptical bubbles and they
ound that vortices in the bubble wake enhanced the heat transfer
ontinuously by bringing cooler liquid from the pool nearer to the
urface.

Thorncroft and Klausner �16� examined the effect of a gas
ubble sliding during forced convection boiling. The flow facility

as vertical with a transparent test section. They concluded that

21005-2 / Vol. 131, DECEMBER 2009
sliding bubbles enhance heat transfer significantly, up to 52%,
even during single-phase convection. They also showed that the
turbulence induced by bubble injection was a significant heat
transfer enhancement mechanism.

The outstanding issues regarding the heat transfer enhancement
caused by the passage of a sliding-bubble are �1� the fluid dynam-
ics of the microlayer, our ability to predict its thickness and the
heat-flux through it; �2� the relative importance of the energy flow
through the microlayer in the context of bubble growth; and �3�
the fluid dynamics and surface energy flux associated with the
wake. While past work understandably tends to focus on the first
two items, this paper builds on the work of Bayazit and co-
workers �13,14� by presenting the results of a thermographic study
of the wake heat transfer behind cap-shaped bubbles. This presen-
tation is based on centerline temperature and heat transfer coeffi-
cient distributions on a uniform-heat-generation surface.

2 Experimental Apparatus and Procedure

2.1 Apparatus. Figure 1 shows a schematic of the apparatus
developed by Bayazit �13� to investigate sliding-bubble heat trans-
fer. The same apparatus with slight modifications was used in the
studies reported herein �see Figueroa �17��. It consists of a rect-
angular chamber �approximately 40�20�19 cm3� made of thin
aluminum plates. The chamber can be rotated about a pivot point
to give different heater inclination angles relative to the horizon-
tal. The test fluid is FC-87, a perfluorocarbon fluid manufactured
by 3M Corporation �St. Paul, MN�. FC-87 has a boiling point of
30.0°C at 1 atm.

Two sidewalls and the bottom were equipped with glass win-
dows for lighting and photography. The openings in the chamber
allowed injection of vapor bubbles, removal of vapor produced in
the chamber, and placement of pressure transducers and thermo-
couples. The bubbles of FC-87 vapor were injected just below the
lower end of the heated surface by a vapor generation system
designed to allow control of the frequency and size of the bubbles.
The ability to produce a single bubble of a consistent and substan-
tial size, as opposed to an uncontrolled stream of bubbles, is a
nontrivial technical issue. FC-87 vapor was produced in a 1 cc
syringe with an electrically heated nichrome wire inserted through
the syringe walls. A set screw as employed to “squeeze” a small
amount of vapor into the chamber through a 16.24 cm long
needle. The bubbles were injected about 15 cm below the heater.
When they reached the heater, they were estimated to be about 0.5
mm in diameter.

2.2 Test Surface. A 51 �m thick by 21.0�16.8 cm2 stain-
less steel foil served as the electrically heated test surface and was
mounted on top of the chamber. The test fluid touched the bottom
face of the test surface, and a thermochromic liquid crystal �TLC�
was applied to the upper �dry� face of the heater. The application
was by airbrush: a layer of black paint followed by a layer of
micro-encapsulated thermochromic liquid crystals from Hallcrest,

Fig. 1 Schematic drawing of the test apparatus
Inc. �Glenview, IL�. The foil was heated by a dc power supply

Transactions of the ASME
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apable of 12 V and 200 A. Further details of the design can be
ound in Bayazit �13�. Figure 2 shows a side view of the assembly
ith the various components labeled. Those include a tensioning
echanism to hold the foil as flat as possible and a sealing system

o prevent leakage to the outside of the chamber. This system
ncluded an aluminum frame that clamped the edges of the foil.
he frame was water-cooled to remove the energy generated
ithin the clamped edges of the foil. A glass window attached to

he frame allowed viewing of the TLC surface as well as provid-
ng a stagnant air gap above the test surface to minimize heat
osses to the atmosphere.

2.3 Imaging Technique and Data Acquisition. In the UH
eat Transfer Laboratory, various experiments have employed
ide-band calibrated liquid crystal thermography. For examples

ee Hollingsworth and co-workers �18–22�. The TLC used here
as calibrated according to the procedure of Hay and Holling-

worth �18,19� over a range of 30.2–40.6°C. The first-order, 95%
onfidence, uncertainty was less than �0.5°C below 33°C, rose
o �0.8°C at 35°C, and was �1.2°C at 40.6°C.

Two 15 W fluorescent light bulbs were used to light the TLC
urface; while a single 15 W bulb lighted the lower surface
bubble view�. An upper light stand, fixed to the pivot arms of the
hamber, held the upper camera and lights at fixed a position
elative to the test surface regardless of the inclination angle. The
ata acquisition system consisted of a Matrox Meteor MC II dual-
amera color frame grabber board and a Matrox G-4 video card
nstalled in an Intel Pentium computer. A pair of digital video
equences was acquired from the bottom and the top of the heated
urface by alternating image acquisition from two cameras. A soft-
are was developed for grabbing the images and sequencing them

n time. A Pulnix charge-coupled device �CCD� color camera with
Navitar lens acquired the TLC images. The bottom camera was
Pulnix CCD unit with Fujinon lens and an external shutter con-

rol. The bottom camera was synchronized with a signal generated
y the top camera. The field size in pixels for the digitized images
rom both cameras was 640�480. The dimensions for the square
ixels were 217 �m /pixel for the TLC surface and 231 �m /
ixel for the bubble images.
The image sequencing produced an interlaced TLC image from

he upper camera followed by an interlaced bubble image from the
ower camera at a net framing rate of 14.29 frames/s, less than the
ominal 30 frames/s because of latency in the acquisition board
nd the control software. As shown in Fig. 3, the result is two
igital video sequences, each sequence having frames separated
y 140 ms. The sequences are offset in time by 70 ms.
To colocate the bubble with its TLC temperature, the position

f the bubble �as given by three points on the bubble surface� for
very bubble image in a run was mapped from the lower to the
pper surface, and the position of the bubble for each TLC image
n the run was computed from a nonlinear interpolation of the
nown mapped points. Typical uncertainty for locating the bubble
n the TLC image was �5 pixels or �1.09 mm.

Additional data acquisition equipment included a pressure

Fig. 2 Detailed sketch of test surface
ransducer connected to the upper wall of the apparatus to insure

ournal of Heat Transfer
the pressure there remained at atmospheric and a thermocouple
probe with a true ice-bath junction to measure the bulk fluid tem-
perature far from the test surface.

3 Results
The top and bottom camera outputs were combined as ex-

plained in Sec. 2.3 to create histories of the surface temperature
and the bubble location. Thus at any time, the position of the
bubble could be ascertained along with the corresponding tem-
perature response of the surface below and behind it. The heater
surface was inclined at 9 deg for all the test runs reported here.
For all runs, the bulk temperature of the FC-87 was held as near as
possible to 27°C ranging from 26.2°C to 27.4°C. For these con-
ditions it was found that a range of heat fluxes from 805 W /m2 to
1083 W /m2 allowed for a range of average surface temperatures
that fell into the range of the liquid crystal. An example sequence
of the liquid crystal images is shown in Fig. 4. The position of the
bubble is shown by an ellipse in all cases for convenience. As the
bubble grows, it transforms from a small near-spherical shape to
an oval shape and finally to a cap shape, see Fig. 5, as it moves
under the heater surface.

3.1 Precursor Field. Prior to the introduction and passage of
a bubble under the inclined surface, a weak natural convection
flow was established. Care was taken to allow the temperature
field to come to equilibrium before a bubble was introduced be-
cause it is this natural convection temperature distribution that
provides the reference for the enhancement of heat transfer as the
bubble passes under the surface. This temperature distribution is

Fig. 3 Timing of lower and upper image sequences: The posi-
tions of the bubbles drawn in dashed lines are interpolated

Fig. 4 Sequence of liquid crystal images for a typical sliding-
bubble: The position of the bubble is shown with an ellipse in
each image—the images are 140 ms apart and the bubble mo-

tion is to the right

DECEMBER 2009, Vol. 131 / 121005-3
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he “precursor” temperature field. The parameters describing the
recursor field for the nine runs in this study are given in Table 1.
ere, Tavg is the average surface temperature along the centerline
f the plate over its length. The last column gives the surface
uperheat divided by the bulk fluid subcooling.

Figure 6 shows the results of one of the runs for the precursor
eld along with the measured surface temperature �Tw�x�� and

ocal Nusselt number �Nux� distributions. A curve representing a
ocal Nusselt number calculated on the basis of a natural convec-
ion correlation for a vertical uniform-heat-flux surface �23� cor-
ected for inclination angle is included as a reference

Nux = � Pr

4 + 9Pr1/2 + 10Pr
�1/5

�Grx
�Pr�1/5 �1�

Grx
� �

g sin ��

k�2 q̇0�x
4 �2�

here the local heat transfer coefficient is found by dividing the
eat-flux by the difference between the local surface and far-field
uid temperatures. The measurements were made along a line that
isects the bubble as it passed under the surface.
While Fig. 6 shows reasonable agreement between the experi-
ental and calculated Nux in general this was not the case. This

urface is inclined at only 9 deg so that the angle correction from
vertical surface is severe. Also, the construction of the enclosure
id not allow for a smooth approach and departure of the naturally
irculating fluid in the vicinity of the test surface. Finally, the
ooling clamp securing the surface drew energy from the edges of
he test surface. This tend to produce measured Nux that were too
igh at both ends of the heater surface. Thus an equation such as
q. �1� cannot be used to establish a precursor field for a com-

ig. 5 Sketch of sliding bubbles, showing how length „L…,
idth „W…, and height „H… are defined: N refers to the bubble
ose

Table 1 Parameters for the precursor field

un T� Tavg

Heating rate
�W /m2� Tavg−Tsat /Tsat−Tsub

1 27.0 42.4 814 4.13
2 27.4 42.3 993 4.73
3 26.6 40.8 825 3.18
4 27.5 41.6 805 4.64
5 27.5 41.0 805 4.40
6 26.8 39.8 1026 3.06
7 25.7 42.2 1083 2.84
8 26.3 38.9 961 2.41
9 25.9 40.0 1005 2.44
21005-4 / Vol. 131, DECEMBER 2009
parison to the experiments. In what follows, only the experimen-
tally determined precursor field was used as the reference for heat
transfer enhancement caused by bubble passage.

3.2 Heat Transfer Enhancement. We begin our examination
of the heat transfer enhancement by presenting a typical series of
temperature distributions as a cap-shaped vapor bubble moves
across the surface. Figure 7 shows the distributions of driving
temperature difference Tw�x�–T� plotted against dimensionless
plate position x /Lplate for six positions of the bubble. Included is
the distribution created by the “boundary layer” precursor field.
The positions of the bubbles at the selected times are shown on
the plot as shaded boxes.

The most interesting feature of Fig. 7 is that once a bubble has
passed and created a temperature depression behind it, the level of
that depression remains virtually constant even though the bubble
has moved significantly away from that location. Given that the
precursor temperature field varies with x, the magnitude of the
temperature reduction also varies with x. Equation �3� was de-
vised to express the surface temperature rise above the bulk fluid
value after the bubble passage as a fraction of the local value

Fig. 6 The liquid crystal image „top…, the temperature distribu-
tion „middle…, and the local Nusselt number „bottom… for run
6—T�=26.8°C and wall flux of 1026 W/m2: The smooth line
represents Eq. „1…
produced by the precursor field

Transactions of the ASME



F
F
t
s
h
c
t
p

t
t
p
s
m
t
p
t
f
s

F
T
s
l

J

� =
T�x� − Tx

Tboundary layer�x� − T�

�3�

igure 8 shows the data from run 4, the same data as shown in
ig. 7, plotted in terms of Eq. �3�. These data are from a run with

he lowest heat-flux and the second highest ratio of superheat to
ubcooling. Figure 9 is presented to show that for the case of the
ighest heat-flux and one of the lowest ratios of superheat to sub-
ooling, run 7, the data behave in the same general way. However,
he data from run 7 are somewhat smoother and the curves are
erhaps more angular with more clearly defined minima.

3.3 Scaling Concepts. The fact that all the � curves “nest” to
he left is because the region of uniform and sustained surface
emperature seen in Fig. 6 occurs where the surface temperature
roduced by the precursor field is still rising with x. Eventually, a
treamwise position is reached for each bubble position where a
inimum in � occurs and the temperature recovers as the back of

he bubble is approached. It is natural to ask if this minimum �
osition scales on a characteristic bubble dimension. In this study
he length of the bubble, i.e., the distance along a bisecting line
rom the nose of the bubble to the trailing edge was directly mea-
ured. Figure 5 shows how the dimensions of the bubble were

ig. 7 Temperature distributions at various times for run 4:
imes in the legend are in seconds and the shaded bars repre-
ent the location of the bubble at the time indicated in the

egend
Fig. 8 Nondimensional temperature distribution for run 4

ournal of Heat Transfer
defined. W is the width of the bubble measured transverse to the
flow direction and L is the length of the bubble measured from the
nose of the bubble to the trailing edge directly behind the nose. H
is the height of the bubble; it was not measured in this study. As
the bubble grows in the streamwise direction, the heater surface
area beneath the wake increases as well. Does this behavior indi-
cate that the wake length as given by the position of the maximum
fractional temperature depression �minimum �� scales on the
bubble length? One way to test this hypothesis is to find the length
of the wake region measured from the front of the bubble to the
point where the fractional surface temperature � is a minimum,
call it 	x�, then form a ratio with the length of the bubble, which
is 	x� /L. The argument here is that if a bubble moves into a
precursor field with a nonuniform surface temperature, the maxi-
mum fractional surface temperature depression is a more appro-
priate descriptor of the local thermal wake strength.

Figure 10 shows 	x� /L plotted against a Reynolds number
based on bubble velocity and length ReL for all nine runs from
Table 1. A 	x� /L of unity represents the rear of the bubble. For
runs 1–6, the data cluster about an increasing trend for ReL as
shown by the upper dashed line. Runs 8 and 9 cluster about a
trend with a markedly lower intercept. Run 7 produces results in
between. This segregation follows the trend in the ratio of super-
heat to subcooling shown in Table 1.

Example uncertainty estimates are shown for run 1 and are
dominated by the position uncertainty of �1.09 mm as it affects
length and velocity measurements and by noise in the � curves
near the minimum value. While the wake heat transfer is a purely
single-phase phenomenon, the shape of the bubble, and most par-
ticularly its height, is not. In this experiment, height was not mea-
sured but Fig. 10 suggests that as the superheat to subcooling is
reduced and the minimum � point shifts toward the bubble. The
height of the bubble may be reduced as it grows from a less
superheated near-wall layer and into a more subcooled far-field
fluid. Fluid moving over the peak of the bubble may be deposited
into the wake nearer to the rear of the bubble. An attempt to scale
	x� on the bubble width W did not produce a significant
improvement.

The temperature response illustrated in Figs. 7 and 8 clearly
demonstrate that the heat transfer is significantly enhanced in the
wake region behind the sliding bubbles. The extent of the en-
hancement can be found by computing the heat transfer coeffi-
cients that correspond to the position of the bubble as it slides

Fig. 9 Nondimensional temperature distribution for run 7
under the heater. The convective heat transfer coefficient h�x , t�

DECEMBER 2009, Vol. 131 / 121005-5
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as determined from the data for each bubble position on the foil
urface. The instantaneous heat transfer coefficient at a point on
he plate is defined as

h�x,t� �
Q̇conv�

Tw�x,t� − T�

�4�

w�x , t� is the temperature of the foil surface at a particular posi-
ion and time. The heat-flux from the wetted side of the test sur-

ace Q̇conv� is determined by performing an energy balance on a
ifferential volume on the foil surface assuming no lateral heat
ow within the foil. Therefore

Q̇conv� = Q̇e� −
dU�

dt
= Q̇e� − 
ss�wcss

�T�x,t�
�t

�5�

here Q̇e� is the internal energy generation and U� is the stored
nternal energy of the foil at a given position on the foil, both per
nit wetted surface area. For the foil surface, the rate of energy
torage per unit area is computed from the time derivative of the
easured temperatures where 
ss is the density of the foil, �w is

he thickness of the foil surface, and css is the specific heat of the
oil. The time derivative of the wall temperature in Eq. �5� can be
pproximated from the data by a quotient of finite differences so
hat the resulting formulation of h�x , t� is

h�x,t� �
Q̇e� − 
ss�wcss�T�x,t� − T�x,t − 	t�

	t
�

T�x,t� − T�

�6�

y this method, the streamwise distribution of heat transfer coef-
cient for selected times �bubble positions� was computed for the
ine runs in Table 1. The results for runs 4 and 7 are shown in
igs. 11 and 12, respectively. The values for the precursor natural

Fig. 10 Distance to minimum frac
bubble length
oundary layer are labeled “precursor field.”

21005-6 / Vol. 131, DECEMBER 2009
These plots show that the local heat transfer in the wake
reaches a peak where the high temperature gradient begins imme-
diately adjacent to the region of uniform surface temperature. The
surface heat-flux is dominated by the rate of removal of stored
energy as opposed to the electrical generation rate and this loca-
tion is where the time derivative of temperature is the largest. The
scaling concept that was discussed earlier in connection with the
maximum degree of cooling achieved in the wake can be applied
to these data as well. The length along the bubble centerline from
the front of the bubble to the location of maximum h was found to
be well approximated by the bubble width for developed bubbles,
which is 	xh /W�1. This result is shown in Fig. 13 plotted
against the bubble Reynolds number based on width Rew. Ex-
ample uncertainty estimates are again shown for run 1 and are
dominated by the position uncertainty. These uncertainty levels
apply to the other runs as well and are not shown so that run
symbols are not obscured. Again, runs 8 and 9 are those with the
lowest ratios of superheat to subcooling produce data, which gen-

al surface temperature scaled on

Fig. 11 Heat transfer coefficients for run 4 „corresponds to
tion
Fig. 7…
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rally approach from below the others but the discrepancy is not
arge at higher Rew. The better collapse for h seen in Fig. 12 as
pposed to � in Fig. 9 may be due to the absence in Fig. 13 of any
irectly scaling dependence on the precursor surface temperature.
Figure 14 is a graph of the maximum width-based Nusselt num-

er NuW�hw,maxW /k obtained from each bubble image in all nine
uns. Here, Nuw,max is plotted against Rew on a log-log scale. The
esults suggest two phases of development: An initial phase where
he Nuw,max displays a power-law growth with a power of approxi-
ately 1.33 and a fully developed phase beyond a Rew of approxi-
ately 15,000. Given that the bubble continues to grow, the pla-

eau in Nuw,max required that the dimensional heat transfer
oefficient must reach a maximum and then decrease with increas-
ng bubble size. Also, the value of the plateau is very much in
uestion as different runs produce plateaus between 450 and 1600.
igures 10 and 11 demonstrate both observations: The decrease in
for larger bubbles and two very different general levels for the
aximum dimensional h. The different plateau values of Nuw are

ikely due to variations in the capacity of the bubble to bring cold
ar-field fluid near the wall in the wake. Obvious candidates in-

ig. 12 Heat transfer coefficients for run 7 „corresponds to
ig. 8…

Fig. 13 Distance to location of ma

on bubble width

ournal of Heat Transfer
clude differences in bubble height and differences in the thickness
of the precursor boundary layer Given that the different plateau
values are very much grouped by run and not scattered within a
run, the behavior of the precursor boundary layer is the likely
culprit.

Although we have shown that the heat transfer enhancement
along the center line of the bubble scales best with the width of
the bubble, at least up to the point where large cap-shaped bubbles
have evolved, we speculate that the height of the bubble is a more
likely parameter that controls the enhancement of heat transfer in
the wake behind the bubble. However, we did not measure the
height of the bubbles in this study so we could not attempt a
correlation along these lines. As bubbles evolve from spherical to

um heat transfer coefficient scaled

Fig. 14 Maximum Nusselt number versus width-based Rey-
nolds number
xim
DECEMBER 2009, Vol. 131 / 121005-7
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lliptical to cap-shaped, the data of Li et al. �24� in which photos
f height of the bubble were obtained along with plan and frontal
iews, indicated that the maximum height of the bubble occurs at
he centerline and drops off toward zero toward the transverse
dges of the bubble. As the height drops off, so does the extent of
he enhancement of heat transfer in the wake falling to zero en-
ancement near the transverse edge of the bubble. This accounts
or the triangular region in the wake where enhancement clearly
ccurs. The motion of the liquid over the height of the bubble
ends to bring cooler liquid down into the wake region thus caus-
ng the enhancement of heat transfer that is proportional to the
eight at any point along the transverse dimension of the bubble.
s the height drops off, the length of the affected area drops as
ell.

Conclusions
The heat transfer in the wake behind sliding cap-shaped

ubbles is very effective compared with the natural convection
hat occurs before the passage of the bubble. Liquid crystal ther-
ography provides time-dependent surface temperature measure-
ents of fine spatial resolution that allow detailed analysis of the
ake structure. This paper presents the beginning of such an

nalysis by considering what can be learned by looking only at the
ata lying along the line bisecting the bubble wake. The data from
he nine bubbles comprising 54 bubble images were analyzed and
ome preliminary conclusions can be drawn. Perhaps the most
mportant overall conclusion is the importance of the surface ther-
al boundary condition. These data show that heat transfer coef-
cient values of 2500 W /m2K can be produced for this fluid but

n very sharply peaked curves that move with the bubble. Heat
ransfer coefficients are functions of the details of the flow field,
uid properties, and the surface boundary condition. The capacity
f the heater to deliver energy �in this case through depletion of
he energy stored in a thin-foil� is likely to be an important deter-
inant of the coefficient produced—a thinner foil or a thick

niform-temperature surface may behave differently. In any case,
he ability to measure �or correctly model for those attempting a
redictive computation model� the time-dependent local surface
eat-flux is paramount.
Our results indicate that the details of the precursor boundary

ayer are also important. We attempted to include the pre-existing
urface temperature distribution through our definition of � as a
hermal wake structure descriptor. Our attempt to correlate the
ocation of the minimum � met with limited success; we believe
e are hampered here by the lack of bubble height measurements

nd of thermal boundary layer thickness measurements. We con-
ider the ratio of the average superheat to the average subcooling
f the precursor flow to provide an indication of the capacity of
he bubble to grow into the cooler extremes of the boundary layer
here condensation on the lower surface of the bubble may limit

ts height.
The location of the maximum h was found to be reasonably

orrelated with bubble width—in fact one bubble width behind
he nose of the bubble. However, two or three of the data sets
ere not as well correlated as the others, again perhaps due to the
ubble height varying with the details of the precursor flow. Fi-
ally, the level of the maximum h was explored through the defi-
ition of a bubble-width-based Nusselt number. Presented in this
ay, the Nusselt numbers for the peaks in the temperature curves
row as a power-law function of Reynolds number to a saturation
alue, which again appears to be a function of the precursor flow
nd perhaps the bubble height. However, the fact that a plateau
alue in the product of h and W is produced for a given run means
hat h falls as W increases past some critical bubble size. This
ehavior is indeed observed in graphs of h versus streamwise
osition and leads to the interesting possibility that an optimum
ubble size exists—at least for the boundary condition employed

ere.
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Nomenclature
css � specific heat of stainless foil, J /kg °C
g � gravitational constant, m /s2

GrL
� � heat-flux-based Grashof number
h � convective heat transfer coefficient, W /m2 K
k � thermal conductivity, W /m2 K

Lplate � foil length, mm
L � bubble length in the x-direction, mm

Nux � local Nusselt number�hx /k
Nuw max � Nusselt number based on maximum h and

bubble width for each bubble image�hmaxW /k
Pr � Prandtl number
q̇� � heat-flux per unit area, W /m2

Q̇conv� � convective flux for h computation, W /m2

Q̇e� � internal heat generation per unit area, W /m2

ReL � Reynolds number based on bubble
length�ububbleL /�

Rew � Reynolds number based on bubble
width�ububbleW /�

Tw � wall temperature, °C
Tboundary layer � temperature of the precursor flow, °C

T� � bulk fluid temperature far from the test sur-
face, °C

Tavg � average wall temperature along the foil center-
line, °C

Tsat � saturation temperature, °C
Tsub � temperature of the subcooled liquid, °C

t � time, s
ububble � bubble velocity, mm/s

U� � internal energy per unit surface area of foil,
J /m2

W � bubble width, transverse to flow direction, mm
x � direction of bubble motion, mm

Greek Symbols
� � coefficient of thermal expansion, K−1

	xh � distance from front of bubble to the point of
maximum h, mm

	x� � distance from the front of bubble to the point
of minimum temperature, mm

� � heater inclination angle from the vertical, arc
deg


ss � density of stainless foil, kg /m3

� � dimensionless temperature
�ss � foil thickness, �m

� � kinematic viscosity, m2 /s
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Bubble-Induced Water Hammer
and Cavitation in Microchannel
Flow Boiling
While microchannel flow boiling has received much research attention, past work has not
considered the impact of acoustic waves generated by rapidly nucleating bubbles. The
present work provides a theoretical framework for these pressure waves, which resembles
classical “water hammer” theory and predicts a strong influence on bubble nucleation
rates and effective convection coefficients. These pressure waves result directly from
confinement in microchannel geometries, reflect from geometrical transitions, and super-
impose to create large transients in the static liquid pressure. Feedback from the pressure
waves inhibits bubble growth rates, reducing the effective heat transfer. Pressure depres-
sions generated by the propagating pressure pulses can cause other bubbles to grow at
lower than expected wall temperatures. The additional nucleation enhances heat transfer
over short times but increased flow instability may inhibit heat transfer over longer
periods. The limited quantitative measurements available in the literature indicate con-
fined bubble growth rates in microchannels are significantly lower than those predicted
by the classical Rayleigh–Plesset equation. The present model predicts confined bubble
growth rates to within � 20%. A nondimensional number indicative of the relative mag-
nitude of the water hammer pressure to bubble pressure is proposed to characterize the
transitions from conventional to microchannel flow boiling. �DOI: 10.1115/1.3216381�

Keywords: microchannel, flow boiling, confinement, two-phase heat transfer, bubble
acoustics, water hammer
Introduction
The semiconductor industry continues to increase the total

umber, number density, and power density of transistors in mi-
roprocessors. The resulting trend in device design is leading to
ighly nonuniform heat generation and increasing power con-
umption by the chips �1�. In the near future, forced air convection
ill be replaced by liquid microchannel cooling technologies in

n effort to drive the resistance of the chip package down and
llow larger heat exchangers to be located remotely in the com-
uter chassis. Two-phase microchannel cooling promises in-
reased performance by further reducing the package resistance
hile still allowing a remote exchanger to reject the waste heat to

he environment.
Notwithstanding the concentrated research effort in this field,

undamental challenges in controlling the pressure and tempera-
ure fluctuations remain, preventing accurate predictions of perfor-
ance and reliability. Oscillations in temperature and pressure

ave been observed in both single channels �2� and multichannel
rrays �3,4�. Qu and Mudawar �3� observed pressure drop and
arallel channel instabilities in an array of 21 231�712 �m2

ectangular channels. The pressure drop instability is a result of
he flow rate response of the flow delivery system to pressure
hanges in the test section. Frequencies are usually very low on
he order of 0.1 Hz. In the parallel channel instability, the flow
edistributes itself in response to an increased pressure drop in a
ew channels due to nonuniform vapor generation. Peles �4� also
bserved parallel channel and pressure drop instabilities in 13
hannel arrays of 50–200 �m triangular channels. A flow excur-
ion instability resulting from flow regime transitions and a com-
ound relaxation instability from rapid bubble growth were also
bserved. Peles �4� noted that the instabilities were more pro-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 13, 2008; final manuscript

eceived October 7, 2008; published online October 15, 2009.

ournal of Heat Transfer Copyright © 20
nounced in the microchannels than they are for large channels.
Zhang et al. �2� observed pressure oscillations and periodic vapor
generation in single rectangular microchannels measuring 44 �m
and 113 �m in hydraulic diameter under constant applied heat
flux and constant inlet velocity boundary conditions. The resulting
oscillations were classified a compound relaxation instability
similar to bumping and geysering and was associated with the
rapid vapor generation characteristic of microchannels. For de-
tailed descriptions of two-phase flow instabilities refer to Boure et
al. �5� or Carey �6�.

Understanding the dynamic behavior of microchannel flow
boiling is a major challenge, as the metrology and modeling for
these flows are still in their infancy relative to larger scale sys-
tems. Due to the spatial constraints of the system, measurements
have been limited to inlet and outlet pressures from commercial
pressure taps, flow rates with commercial flow meters, wall tem-
peratures with IR thermometry or microfabricated thermistors,
and high speed video imaging �2,3,7–10�. The inability to directly
measure flow parameters in the channel itself leads to a great deal
of uncertainty as it forces assumptions to be made in order to
interpolate local values from those measured externally. Research
is ongoing to identify techniques to measure parameters such as
void fraction �11,12� and local liquid temperature �12� but further
work is required before they can be applied to obtain reliable
quantitative values.

Numerical and analytical studies can provide insight into these
flows in the absence of direct experimental evidence. To date, the
bulk of microchannel two-phase research has been experimental,
but several analytical and numerical studies have been performed.
Chavan et al. �13� analytically examined the stability of two-phase
forced convection in microchannels using a homogeneous flow
linear stability model. This model was previously applied to mac-
roscale flows. The model predicts the pressure response for a
single channel to perturbations in inlet velocity and Chavan con-
cludes that microchannel forced convective boiling is only stable

for low subcooling and low applied heat fluxes. Consequently,

DECEMBER 2009, Vol. 131 / 121006-109 by ASME
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hese systems are inherently unstable at practical operating condi-
ions. Zhang et al. �10� modeled a single channel using a steady-
tate one-dimensional homogeneous model in which conjugate
all conduction was considered. The model showed reasonable

greement with experimental single channel data. This model was
ater extended to estimate the thermal performance for 3D logic
rchitectures �14�. Ajaev and Homsy �15� numerically investi-
ated constrained vapor bubbles next to a heated wall. The simu-
ations included 2D and 3D steady bubbles in which condensation
t colder regions of the interface balanced the evaporation at the
eated regions, as well as the growth of a 2D bubble under higher
hermal loads. Mukherjee and Kandlikar �16� used a level set
ethod to simulate the growth of constrained bubbles in a super-

eated liquid showing good agreement with experiments in inter-
ace growth rates and overall bubble shape. The model was later
sed to investigate the role of inlet constrictions on the ejection of
apor bubbles from microchannels �17�.
One assumption common to all of these models is that the liq-

id is incompressible. They also neglect the bubble nucleation
rocess assuming a bubble already exists. Homogeneous models
o not consider individual bubbles but treat the two-phase mixture
s a single pseudofluid. It has been speculated that the rapid
rowth of bubbles in microchannels generates pressure pulses
ithin the channel �18�, but little to no research, either experimen-

al or analytical, has focused on this aspect of confined flow boil-
ng. Rapid gas production during severe accidents in light water
eactors are known to generate significant water hammer pulses in
acroscale systems �19�. This analysis examines the role liquid

ompressibility plays in the nucleation, growth, and associated
eat transfer of vapor bubbles in confined channels. The results
ndicate the heat and mass transfer during nucleate boiling in mi-
rochannels is inhibited by the confined geometry. Single bubbles
an also trigger additional nucleation elsewhere in the channel
eading to increased flow instability. This analysis identifies a non-
imensional parameter to characterize the transition from conven-
ional to microscale flow boiling.

Numerical Model
The following one-dimensional fully compressible Lagrangian–

ulerian finite-volume scheme is formulated to investigate the ef-
ect confined geometries have on microchannel flow boiling. The
hannels considered for the numerical model are square in cross
ection. The Rayleigh–Plesset model, described in detail later, is
sed to predict the growth of a spherical bubble. This growth
odel has been used extensively in other fields such as cavitation

20�, sonoluminescence �21�, and boiling �22�. The simulations
re restricted to bubble diameters less than 50% of the channel
iameter to avoid situations where the walls cause the bubbles to
ecome nonspherical.
In this model, the liquid is captured with the Eulerian elements,

hile each bubble is tracked as a single Lagrangian structure. The
agrangian–Eulerian approach allows a coarser discretization in

he Eulerian grids thereby increasing the maximum allowable time
tep, while at the same time, retaining subelement resolution for
he size and location of the bubbles. A fully discretized two- or
hree-dimensional compressible model requires extremely short
ime steps to avoid CFL instability issues.

2.1 Nucleation. For a two-phase microchannel heat ex-
hanger to be effective for applications such as microprocessor
ooling, boiling must occur well below the kinetic limit for ho-
ogeneous nucleation. In a practical heat exchanger, wall struc-

ures serve as heterogeneous nucleation sites. Nucleation starts
ecause vapor embryos trapped in wall cavities are conducive to
rowth under the appropriate conditions. A nucleation site acti-
ates when the internal vapor pressure in a wall cavity exceeds the

ombination of surface tension and the external pressure,

21006-2 / Vol. 131, DECEMBER 2009
Pb � Pl +
2�

rns
�1�

The pressure inside the cavity is at the vapor pressure at the local
wall temperature. The criterion can be rewritten as

Tw � Tsat�Pl +
2�

rns
� �2�

2.2 Bubble Initial Conditions. Initially, the interface is sta-
tionary,

ṙb = 0 �3�

The nucleating bubble is treated as a sphere throughout the simu-
lated growth and the initial volume is

Vb =
4

3
�rns

3 �4�

The bubble temperature is the local wall temperature, Tb=Tw,
while pressure is the saturation pressure at the bubble temperature,
Pb=Psat�Tb�, and mass is obtained from the ideal gas law:

mb =
PbVb

RTb
�5�

2.3 Heat and Mass Transfer. After a bubble has nucleated,
heat and mass transfer between the liquid and the vapor are moni-
tored. During the early inertia-controlled stage of growth, the va-
por inside the bubble remains isothermal due to the thin thermal
boundary layer surrounding the bubble. The bubble pressure re-
mains constant for an isothermal bubble. As the bubble grows into
the thermally controlled regime, transport of energy across the
thermal boundary layer surrounding the bubble eventually limits
the evaporation process.

To accurately capture the heat and mass transfer into a bubble
growing in a microchannel, the full three-dimensional thermal
convection problem should be solved, but this is computationally
expensive and time consuming. In this study, the heat transfer rate
is calculated as

q̇lv = Ab,shtp�Tw − Tb� �6�

The two-phase heat transfer coefficient, htp, can be determined
from a microchannel heat transfer correlation �23,24� or taken as a
fixed effective value.

Considering the correlations are not derived for single bubble
physics, the heat transfer coefficient in this study is a constant.
Significant insight into the expected behavior can be obtained
with this one-dimensional model by examining reasonable limits
to the thermal transport. Infinite heat transfer, corresponding to an
isothermal bubble at the nucleation temperature, provides the up-
per limit to the heat transfer into the bubble, while an effective
two-phase heat transfer coefficient on the order of the single-
phase convective coefficient serves as the lower limit. The heat
transfer coefficient for a single bubble should be greater than the
spatially averaged heat transfer coefficient typically reported for
flow boiling in a microchannel. Except for the section where the
effect of the heat transfer coefficient is evaluated, the analysis
presented in this article assumes infinite heat transfer correspond-
ing to inertia-controlled growth.

Mass transfer into the bubble is calculated directly from the
heat transfer to the bubble and an enthalpy balance. The model
accounts for the sensible heat required to raise the vaporized liq-
uid to the bubble temperature, any temperature changes to the
previous mass in the bubble, and the latent heat of vaporization,
ilv.

dmb =

q̇lv − mbCpv
dTb

dt
�7�
dt Cpl�Tb-Tl� + ilv

Transactions of the ASME
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The saturated vapor inside the bubble is modeled as an ideal
as. Changes in pressure with respect to temperature are given by
he Clausius–Clapeyron equation �25�.

�dPb

dTb
�

sat
=

ilv
Tb��v − �l�

�8�

ifferentiating the ideal gas law and substituting Eq. �8� provides
he expression for the change in temperature with respect to spe-
ific volume

�dTb

d�v
�

sat
=

Pb

R −
�vilv

Tb��v − �l�

�9�

he bubble pressure is the saturation pressure at the bubble tem-
erature. For many fluids including water, the saturation pressure
s well correlated with the saturation temperature using a form
erived from the Clapeyron equation �25�.

ln Psat =
Tc ln Pc

Tc − Tboil
�1 −

Tboil

Tb
� �10�

here pressures are in bars and temperatures are in Kelvin.

2.4 Interface Velocity. The Rayleigh–Plesset equation mod-
ls the growth or collapse of a spherical bubble from an active
ucleation site in an infinite incompressible fluid �20�.

Pb�t� − Pl�t�
� f

= rbr̈b +
3

2
�ṙb�2 +

4	lṙb

rb
+

2�

�lrb
�11�

he driving pressure gradient, Pb−Pl−2� /rb, between the vapor
nd liquid can vary in time. In order to remain consistent with the
eometry for which Rayleigh–Plesset equation was derived, the
ubble is assumed to grow as a sphere. Consequently, the results
resented correspond to early bubble growth where the shapes of
ubbles in square channels have yet to be influenced by the walls.
he accuracy of the Rayleigh–Plesset model should be questioned

or bubbles that have grown to the size of the channel. As the
nterface approaches a wall, the interface velocity would be better
pproximated by a lubrication theory approach.

2.5 Liquid. The liquid is captured using staggered Eulerian
rids consisting of the channel with the bubble volumes sub-
racted from each cell in which a bubble or part of a bubble exists.
he linearized equation of state �Eq. �15�� accounts for the com-
ressibility of the liquid, and changes in volume are captured
hrough the use of the local void fraction, 
. The grids are one-
imensional with cell divisions in the streamwise direction. Each
lement is uniform in length but can have different transverse
imensions allowing for varying channel cross sections. The stag-
ered grid avoids the odd-even numerical instability arising from
ressure-velocity coupling in centrally differenced convection
erms �26�. The pressure grid is used to calculate density, pressure,
nthalpy, and temperature, while the velocity grid is used only for
iquid velocity.

2.6 Equations. The numerical approach solves the one-
imensional Navier–Stokes equations along with the convective
nergy equation and an appropriate equation of state.

���l
�
�t

+
1

Ach

�

�z
��lUl
Ach� = �

k=1

nb
d�v,k

dt

Ab,k

Ach
�12�

�

�t
��lUl
� +

1

Ach

�

�z
��lUl

2
Ach� = −
�Pl

�z
+

1

Ach

�

�z � F �13�

�

�t
��lil
� +

1

Ach

�

�z
��lUlil
Ach� =

1

Ach
�Phhtp�Tw − Tl� −

� q̇lv

�z
�

�14�

ournal of Heat Transfer
Pl = Pl,0 + al
2��l − �l,0� �15�

These equations account for mass transfer between the phases and
any forces, F, including viscous shear, imposed on the liquid by
the liquid-vapor or liquid-wall interfaces. The equation of state is
a linearization about a reference point of 1 atm at room tempera-
ture for a liquid speed of sound, al. The bubble interactions with
the liquid grids change the cell volumes and flux areas through the
local void fraction, 
.

2.7 Solution Algorithm. The numerical model is solved with
an iterative segregated system. Semi-implicit temporal discretiza-
tion prevents large overshoots in pressure and void dependent
quantities, such as two-phase frictional pressure drop and heat
transfer coefficient, while centrally differenced spatial discretiza-
tion allows propagation in both directions. A tridiagonal matrix
algorithm �TDMA� �26� solves each matrix system.

For each time step, the wall temperature, liquid density, liquid
velocity, and liquid enthalpy or temperature are solved in order in
an iterative loop. The new wall temperatures and liquid pressures
are used to determine if any new nucleation sites have become
active. Any new bubbles are initialized and the evolution of exist-
ing bubbles is calculated. A time step is considered to converge
when the difference norm of the residuals has fallen by at least
three orders of magnitude and total mass and energy are con-
served to within 0.1%.

A grid convergence study was performed to determine the in-
fluence discretization has on the prediction of bubble growth rates.
Eulerian grids of 75, 150, and 300 elements were used to predict
the growth of a bubble with a constant pressure of 1.8 bar in a 2
cm long channel. Little difference was observed between the grids
with 150 and 300 elements. Grid densities of 150 elements/cm are
used for the remaining simulations.

3 Results and Discussion

3.1 Initial Bubble Growth. For this discussion, confinement
in any direction refers to an obstruction preventing the liquid from
moving in a direction, while constrained indicates the bubble in-
terface is pressed against the obstruction preventing further
growth in that direction. A truly unconfined bubble only exists in
theory as practical systems are enclosed by boundaries. However,
many systems are large enough that bubble growth is well ap-
proximated by the theory for unconfined bubbles. This is not the
case for microchannels.

Let’s review unconfined inertia-controlled bubble growth be-
fore exploring bubbles in microchannels. An unconfined isother-
mal bubble grows according to the Rayleigh–Plesset equation �Eq.
�11��. For isothermal or inertia-controlled bubble growth, the heat
transfer is sufficient to maintain a constant bubble pressure. After
an initial period of acceleration, the interface asymptotes to a
constant velocity presuming rb�rb,0.

ṙb = �2�Pb − Pl�
3�l

	1/2

�16�

In this situation, the volume of the spherical bubble increases as t3

because the volume goes as rb
3.

Now assume the bubble is constrained in one dimension, by a
pair of parallel walls in a high-aspect ratio channel for example.
Such a bubble takes on the shape of a squat cylinder or a pancake.
The diameter is free to grow but the thickness is restricted by the
spacing of the parallel walls. If there is adequate heat transfer to
keep the bubble pressure constant, the free interface still asymp-
totes to a constant velocity. The free portion of the interface re-
mains inertia-controlled even though part of the interface is con-
strained. Neglecting wall friction this velocity is given by Eq.
�16�. In this case the volume grows with t2 since the bubble is
constrained by the spacing of the parallel walls. Following this
rationale, the volume of an inertia-controlled bubble constrained

in two dimensions, say by the four walls of a long rectangular

DECEMBER 2009, Vol. 131 / 121006-3
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hannel, increases linearly with time. As discussed later, experi-
ents by Fogg and Goodson �27� demonstrated that these trends

o not hold for confined boiling in microchannels.
The radial growth for a confined bubble nucleating from a

.75 �m diameter cavity in a 100 �m square channel is depicted
n Fig. 1. Inertia-controlled growth is dominated by the liquid
nertia. During this stage, heat and mass transfer are sufficient to
aintain the bubble pressure at its initial value. After an accelera-

ion period the interface velocity asymptotes to the value given by
q. �16�.
At some point, the channel confinement significantly affects

rowth. For water the specific volume of the liquid phase is three
rders of magnitude smaller than the vapor phase. As a bubble
rows, the liquid pressure increases to accommodate the rapidly
isplaced volume of liquid. The capacity of the channel to deal
ith this liquid diminishes with decreasing cross-sectional area.
he increase in pressure propagates axially through the channel
oth upstream and downstream.
The resulting confinement pressure, Pcon, comes from the rapid

eduction in volume available for the liquid to occupy. It arises in
he numerical model from terms involving d��
� /dt. Note that

con is not influenced by the water bulk velocity. The additional
erm corresponding to the Pcon superimposes onto the frictional
nd accelerational contributions to the pressure profile.

One can derive a simple expression for Pcon, by considering a
ontrol mass of liquid surrounding a growing bubble, which is
ompressing the liquid. Symmetry allows the analysis to consider
nly 1

2 of the bubble. The control mass should be sized, dx=aldt,
uch that any change in pressure due to the expanding bubble
ropagates right to the edge of the control mass. Since Pcon de-
ends on the change in volume, smearing the bubble into a rect-
ngular volume, which spans the channel cross section, simplifies
he analysis without changing the results for this one-dimensional
erivation.
The choice of the control mass ensures that

Vld�l = − �ldVl �17�

n increase in the volumetric growth rate of the bubble causes the
olume of the control mass to shrink at 1

2 the rate of the bubble

ig. 1 Growth history for a bubble nucleating from a cavity
dns=2.75 �m, Tb−Tw=20 K… in a 100 �m square
icrochannel
rowth.

21006-4 / Vol. 131, DECEMBER 2009
dV̇b

2
= − dV̇l �18�

Although liquids are highly incompressible, they still are slightly
compressible. The change in liquid pressure with respect to a
change in density is

dP

d�l
= al

2 �19�

After combining Eqs. �17�–�19� and recalling that dx=aldt, the
change in pressure due to confinement, dPcon, is

dPcon =
�laldV̇b

2Ach
�20�

By integrating Eq. �20� from the initial condition of �Pcon=0 and

V̇b=0�, the confinement pressure as a function of bubble volumet-
ric growth rate is obtained.

Pcon =
�lalV̇b

2Ach
�21�

This derivation is remarkably similar to a piston compressing liq-
uid in a one-dimensional duct �28�. The piston velocity corre-
sponds to

ṙb =
V̇b

2Ach
�22�

and Pcon can be rewritten as

Pcon = �lṙbal �23�
This pressure is the same form as the Joukowsky pressure �29�
from water hammer theory. Thus, a bubble growing rapidly in a
microchannel is comparable to a fast closing valve in a pipe,
except the induced water hammer pressure influences bubble ex-
pansion. Increasing thermal loads and decreasing channel cross
section exacerbate these water hammer effects. Although Eq. �23�
provides the instantaneous liquid pressure, the maximum liquid
pressure is estimated from the bubble pressure using the equality
in Eq. �1�. The confinement pressure can also be thought of as a
bubble-generated acoustic pulse. Equation �22� corresponds to the
particle velocity in one-dimensional acoustics and Eq. �23� is the
sound pressure. The specific acoustic impedance is Pcon / ṙb=�lal.

One should note that the derivation above does not assume a
particular growth behavior for the bubble. Since the confinement
pressure depends on the volumetric growth rate, Eq. �21� can be
applied to either inertia- or thermal-controlled growth. Of the two
regimes, inertia-controlled growth will yield the higher confine-
ment pressures for a given wall superheat.

If the water hammer or acoustic pulse reflections are neglected,
confined bubble growth reaches a steady state when the effective
bubble driving pressure balances the confinement pressure.

Pb − Pf ,0 −
2�

rb
=

� fafV̇b

2Ach
�24�

When the interface is not constrained, the bubble remains spheri-
cal and the volumetric growth rate is

V̇b = 4�rb
2ṙb �25�

Substituting Eq. �25� into Eq. �24� and specifying Pb−Pl,0
=2� /rns yields the radial growth rate as a function of bubble
radius,

ṙb =
�Ach�1 − rns/rb�

��lalrnsrb
2 �26�

As shown in Fig. 1, Eq. �26� agrees with the numerical solution
once the liquid pressure reaches steady state.
For a high-aspect ratio channel, the walls quickly constrain the

Transactions of the ASME



i
fi
i

T
i

N
d

t
i
a
s
r
c
o
2
a
c
a
w
g
fi
m
t
a
n

g
b
t
b
i
n
i
a
m

F
g
g
d

J

nterface in one direction. In this case, the interface curvature is
xed by the critical channel dimension and the volumetric growth

s, approximately,

V̇ = 2�rbṙbHch �27�

he resulting radial growth rate in the unconstrained dimensions
s

ṙb =
2�Wch�1 − 2rns/Hch�

��lalrnsrb
�28�

ote the volumetric growth rate is constant because the effective
riving pressure no longer varies with bubble radius.
Data collected by Fogg and Goodson �27� support this result. In

he experiment, single inertia-controlled bubbles are simulated by
njecting air through a 10–15 �m orifice in the center of high-
spect microchannels �1000�25 �m2 and 500�25 �m2�. The
upply air pressure, liquid flow rate, and liquid pressure drop are
ecorded by a data acquisition system, while a high-speed camera
aptures the bubble growth at 5000 fps. The measured evolution
f the unconstrained cross-sectional bubble area is shown in Fig.
. Unlike an unconfined bubble, constrained between infinite par-
llel plates, the pancake-shaped bubbles do not grow volumetri-
ally as t2 but rather linearly with time as predicted by Eqs. �27�
nd �28�. As shown in Fig. 3, the model estimates the growth rates
ell. The ability to predict not only the temporal trend but also the
rowth rate indicates the model captures the key physics of con-
ned bubble growth. Lee et al. �30� also measured constant volu-
etric growth rates for thermally grown pancake bubbles. This

rend agrees with that predicted by the model, but may be associ-
ted with the temporal variation in the bubble pressure, which is
ot directly measured.
Reducing the channel cross-sectional area affects bubble

rowth as shown in Fig. 4. In all cases, initial growth is dominated
y liquid inertia and channel confinement is negligible. Eventually
he bubble grows large enough such that confinement pressure
ecomes significant relative to the bubble pressure, thereby retard-
ng growth. The radius at which the confinement effect becomes
oticeable scales with channel cross section. None of the bubble
nterface velocities in Fig. 4 reach the Rayleigh–Plesset
symptotic velocity �Eq. �16�� because feedback from the confine-

ig. 2 Measured visible area of a pancake-shaped bubble
rowing in a 1000 �m by a 25 �m channel. Note the area
rows linearly for this confined bubble and constrained in one
imension.
ent pressure retards the volumetric growth. For a given wall

ournal of Heat Transfer
superheat, the volumetric growth rate of bubbles in smaller chan-
nels is lower than that of bubbles in larger channels since the
confinement pressure feedback occurs earlier in the growth
process.

This result is particularly interesting since bubble growth in
microchannels is often characterized as “explosive” �31� or
“rapid” �32�, yet this analysis predicts that microchannel bubble
growth only appears rapid because of the relative scale of the
channels to the bubbles. As shown in Table 1, the few measure-
ments of interface velocities reported in the literature are lower
than the Rayleigh–Plesset equation predictions for unconfined
inertia-controlled growth at equivalent heating conditions. Al-
though these studies seem to support the confinement pressure
theory, they were not designed to capture the parametric depen-
dence pertaining to growth velocities in microchannels. Based on
the measurements reported, one is unable to determine whether
the bubbles experience inertia- or thermal-controlled growth. The
limited observations are insufficient to draw reliable conclusions.

Figure 5 illustrates the wall superheat effect on bubble growth.
The pressure difference driving interface motion increases with
temperature and leads to faster bubble growth. Surface tension is
responsible for the time lag from the initiation of growth to the
rapid acceleration of the interface. At the higher wall superheats

Fig. 3 Bubble growth rates measured in Ref. †29‡ are pre-
dicted within �20% by the confinement pressure model

Fig. 4 The effect of reducing the channel cross-sectional area
for bubbles nucleating at a wall superheat of 10 K, correspond-
ing to a bubble overpressures of 0.39 bar. None of the bubble
interfaces reach the asymptotic Rayleigh–Plesset velocity „Eq.

„16…… before confinement retards growth.

DECEMBER 2009, Vol. 131 / 121006-5



t
i
2

f
o
b
d
r
s

b
e
u
t
a
r
p

R

a

F
a

F
T
5
o

1

he curvature of the bubble embryo is higher, and small increases
n bubble radius rapidly reduce the opposing Laplace pressure,
� /rb. Higher superheats also lead to increased mass transfer.
One of the most significant unknowns in this model is the ef-

ective heat transfer coefficient. Existing experiments evaluate
nly average heat transfer. No microchannel studies for single
ubbles have even been attempted. Lacking quality experimental
ata, models must assume a fixed value, as done in this study, or
ely on heat transfer correlations �23,24� which are also time and
patially averaged.

Figure 6 shows how the heat transfer coefficient influences
ubbles growing in water in a 100 �m square channel. The low-
st value, 50 kW /m2 approximates the value for single-phase liq-
id flow and serves as a lower limit. The upper limit corresponds
o infinite heat transfer maintaining a constant bubble temperature
nd pressure. At lower heat transfer coefficients, bubble expansion
educes the bubble pressure and temperature due to insufficient
hase change. However, heat transfer during inertia-controlled

Table 1 Comparison to inte

eference Channel Fluid
Max wa

superheat

�31� 200–310 �m triangular Water 6
�40� 990�207 �m2 rectangular Water 9.5
�41� Dh=51.7 �m trapezoidal Water 23

Pressure not reported and assumed to be atmospheric.

ig. 5 The influence of wall superheat on a bubble growing in
square 250 �m channel

ig. 6 The effect of heat transfer coefficient on bubble growth.
he lines correspond to htp=50 kW/m2, 500 kW/m2,
MW/m2, and 50 MW/m2. The largest two lines are virtually
n top of each other.

21006-6 / Vol. 131, DECEMBER 2009
bubble growth is nearly infinite. After time, the superheat in ther-
mal boundary layer becomes depleted and limits growth. From the
analysis of Plesset and Zwick �22�, this boundary layer grows
roughly as the square root of time, �th
�lt�1/2 for a bubble in an
otherwise quiescent infinite liquid at uniform superheat. For mi-
crochannels, the proximity of multiple walls enhances heat trans-
fer. The Kandlikar correlation �33� predicts two-phase time-
averaged microchannel heat transfer coefficients on the order of
100 kW /m2 to 1 MW /m2 for water depending on flow and heat-
ing conditions and channel geometry. The initial value for the heat
transfer coefficient during bubble growth is much higher than the
single-phase value and should be higher than the average heat
transfer coefficients for microchannel flow boiling. Considering
average htp is on the order of several hundred kW /m2, the as-
sumption of inertia-controlled growth for a small bubble appears
reasonable. One should note that the confinement pressure de-
pends on the volumetric growth rate of the bubble, whether or not
bubble growth is inertia-controlled or heat transfer-controlled. The
choice of a particular heat transfer coefficient merely changes the
amplitude and evolution of the bubble-induced pressure pulse.

3.2 Heat Transfer. The majority heat transferred in flow boil-
ing is due to phase change. The instantaneous heat transfer rate
into the bubble is

q̇b = �vV̇bilv �29�

For an isothermal bubble �v remains constant and the heat transfer
rate is directly proportional to bubble growth. As discussed in Sec.
3.1, the bubble volumetric growth rate in microchannels is re-
duced from that in large channels because the confinement pres-
sure retards growth. Thus, two-phase heat transfer is reduced for
nucleate boiling in microchannels.

3.3 Channel Systems. The confinement pressure propagates
through channel systems as water hammer or acoustic pressures
travel through piping and duct systems. The pulses propagate both
upstream and downstream. Microchannel heat exchangers contain
various components including manifolds and headers, reducing
and expansion junctions, inlet and outlet ports, as well as the
tubing connecting the heat exchangers to the pump, reservoirs,
and condenser. The combination of these various geometries dic-
tates pressure pulse propagation.

To demonstrate the role geometry plays in pulse propagation
and the ultimate impact on microchannel flow boiling, two single
channel chip designs with different manifolds are simulated. The
simulation includes system components from the channel up to
inlet and outlet tubing. Both manifold geometries, shown in Fig.
7, are from single microchannel experiments �2,34�. The primary
difference between the two designs lies in the manifold-to-channel
transition. In the first design, the manifold suddenly steps down to
the channel size, while in the second, the manifold tapers to the
channel dimensions. The channels are 100 �m square and 2 cm
long. The straight rectangular manifolds measure 600 �m wide,
250 �m deep, and 1 cm long �2�. The rectangular portions of the
tapered manifolds measure 1000 �m wide by 100 �m deep and
9 mm long. They taper to the channel width over 1 mm creating a
manifold 1 cm in total length �34�. The dimensions of the other

e velocities in the literature

Liquid
pressure �kPa�

Max interface
velocity �m/s�

Rayleigh–Plesset
velocity �Eq. �16�� �m/s�

101a 0.3 3.8
101a 3.5 5.0
210 0.045 8.7
rfac

ll
�K�
components are summarized in Table 2. De-ionized water flowing
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t a Re=0.66 serves as the working fluid.
Figure 8 shows the pressure evolution inside the two channel

ystems for a bubble, located 1.45 cm �z=0� from the inlet
anifold-channel junction, nucleating at a superheat of 20 K. This

uperheat corresponds to an initial pressure difference of Pb
Pl,0=0.91 bar. The bubble remains isothermal throughout its
rowth. At t=3.5 �s, the initial pulse reaches the transition to the
utlet manifold. The reflected and transmitted portions of the
ulse are seen propagating shortly thereafter. For the straight
anifold, the portion of the pulse transmitted to the manifold is

2.5% of the pulse magnitude. The tapered manifold transmits
8.4% due to the more gradual area reduction. The reflections are
nverted due to the expansion, locally reducing the liquid pressure.
he pressure remains positive because they are superimposed on

he incoming portion of the initial pulse.
At 10.5 �s, the upstream side of the initial pulse reaches the

nlet manifolds. The reflections off the outlet manifolds have
eached the bubble. An isothermal bubble approximates a constant
ressure boundary leading to full reflections of incoming pulses.
By 16 �s, the initial pulse has reflected off the inlet manifold.

he ratios of the reflected and transmitted pulses for each mani-
old design are the same as that for those at the outlet manifolds.
he downstream pulse has also reflected off the manifold-port

unction. Note that the pulse amplitudes transmitted into the tub-
ng are negligible due to the large expansion between the ports
nd the tubing.

Direct experimental evidence of water hammer propagation in
icrochannel systems is difficult to obtain due to the spatial con-

traints imposed by the channels. The common measurement of
nlet and outlet pressure in the tubing connected to the manifolds
s incapable of capturing these pressure fluctuations due to the
arge expansions reflecting the pulses back into the system. The
arge cross-sectional area of the tubing readily absorbs any trans-
itted portion greatly reducing the measurable amplitude. A high-

peed pressure sensor located in the microchannel itself needs to
e developed to directly measure the water hammer pulses.
At 27 �s, multiple reflections have superimposed near the

hannel inlet to create a depression in the local liquid pressure
elow the operating pressure. As the bubble grows, the liquid
ressure profile evolves �t=44 �s� with the confinement pressure
ropagation dictated by the channel system geometry. In the final
et of profiles �t=56 �s�, the multiple reflections superimpose
reating a large pressure depression. In the straight manifold this

ig. 7 Schematic of experimental manifold designs used in
imulations to determine effect system design

Table 2 Dimensions of the microchannel sy

ystem

Tubing Port Man

W H L W H L W

2.8 2.8 20 1 1 0.5 0.6 0
2.8 2.8 20 1 1 0.5 1 0
ournal of Heat Transfer
depression is 10.0% of the bubble overpressure, 2� /rns, below the
baseline pressure. For the tapered manifold, it is 14.4% below the
baseline.

Figure 9 depicts the time history of the radial velocity and local
liquid pressure for the bubble in the straight channel. After the
initial acceleration, the bubble grows according to Eq. �26� until
the first reflection off the manifold-channel junction returns to the
bubble location. The bubble responds to the reduction in local
liquid pressure by increasing its growth rate. This interface veloc-
ity remains at the increased level after the arrival of the manifold
reflection because the bubble continues to emit a pressure front
that negatively reflects back to the bubble location. Clearly, the
channel system geometry significantly influences how the bubble-
induced water hammer pressures propagate in microchannel sys-
tems influencing bubble growth, departure, convection, and nucle-
ation. This feedback from the reflections of the bubble-induced
water hammer indicates the channel system geometry can be en-
gineered to manipulate the bubble growth and heat transfer rates.

3.4 Bubble Nucleation and Growth. The confinement pres-
sure inhibits bubble growth but its subsequent propagation has the
potential to promote additional nucleation. Water hammers are
known to cause cavitation and water column separation �35�. Col-
umn separation in conventional channels usually occurs at one
end of the water column when the liquid inertia essentially pulls
the column away from a boundary creating a large void. Cavita-
tion regions with low void fraction, known as dispersive column
separation, are created by the propagation of a negative pulse
slightly less than the local saturation pressure. Two negative
pulses passing each other can lead to intermediate column sepa-
ration as the superposition reduces the local pressure below the
vapor pressure. Cavitation has been induced in small diameter
channels with low-frequency ultrasound �36�. What remains to be
answered is whether or not pressure depressions from water ham-
mer reflections in microchannels can initiate and sustain boiling at
normally inactive nucleation sites.

Figure 10 compares the local liquid pressure at z=−11.4 mm
for the two channel systems in Sec. 3.3. In general, the evolution
of the pressure is similar in both channels since the lengths and
cross sections are comparable, but the taper does vary the reflec-
tions from the channel-manifold junction slightly. In the end, the
tapered manifold leads to deeper troughs and higher peaks in the
pressure for the situation simulated. The peaks in the liquid pres-
sure can deactivate nucleation sites by forcing liquid into the cavi-
ties and flooding them. The troughs, on the other hand, have the
potential to lead to additional nucleation.

As discussed before, a nucleation site will become active when
the vapor pressure in a cavity exceeds the combination of surface
tension and external pressure. Consequently, the pressure troughs
should be capable of triggering bubble nucleation within the chan-
nel. Figure 11 displays the axial pressure distribution after the
deepest trough has passed z=−11.4 mm in the tapered manifold
design. As the trough passes �t=56 �s�, a bubble nucleates from
a 2.44 �m diameter cavity prescribed at z=−11.4 mm. The pres-
sure increase due to the second bubble emerges in the confined
channel. At t=63 �s, two pressure reflections are superimposed
between the two bubbles to create a large pressure increase. A
short while later, these pressure waves reflect off the bubbles cre-
ating another pressure trough, although this one is above the op-

ms depicted in Fig. 7. All lengths are in mm.

d Taper Channel

L W1 W2 H L W H L

10 NA 0.10 0.10 20
9 1 0.10 0.10 1 0.10 0.10 20
ste

ifol

H

.25

.10
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rating pressure. Figure 12 compares the time evolution of the
iquid pressure for the tapered system with and without secondary
ucleation at a location �z=−6 mm� between the two possible
ucleation sites. The second bubble causes the maximum pressure
o increase because the confinement pressure of the second bubble
s added to the existing pressure. The oscillation period decreases
ince the pulse propagation length is between the two bubbles
11.4 mm� instead of the first bubble and the inlet manifold �15
m�.
Since the propagation of the acoustic pressures is dictated by a

inear differential equation, the contributions of several bubbles
uperimpose in a channel. As displayed in Fig. 13, the bubble-
nduced water hammer from the second bubble influences the
rowth of the first bubble. For this case, the interface velocity of
he first bubble is slightly affected by the second bubble, but the
et effect on the bubble radius is negligible.

Fig. 8 Evolution of liquid pressure pulses in
and growth of a single bubble. Straight man
„right…. The bubble nucleates at at z=0 for a
controlled growth at a constant pressure thro
axial locations with changes in channel geom
Because of the transient nature of the liquid pressure, the size of

21006-8 / Vol. 131, DECEMBER 2009
the nucleation site determines whether or not net bubble growth is
realized at the secondary nucleation site. For a local wall super-
heat of 20 K, Fig. 14 plots the resulting bubble growth for nucle-
ation sites of diameter 2.392 �m, 2.415 �m, and 2.557 �m
from which bubbles start to grow once the local liquid pressure
drops below 0.868 bar, 0.878 bar, and 0.936 bar, respectively. The
minimum activation diameter for these conditions with the liquid
pressure history in Fig. 10 is 2.3886 �m. Less than 30 nm means
the difference between a bubble that continues to grow and one
that collapses. If the nucleation site diameter is fixed, this corre-
sponds to only a few tenths of a Kelvin in wall temperature.
Therefore, for most wall temperatures greater than the minimum
activation temperature, secondary bubbles will nucleate, grow,
and depart in microchannels.

The additional nucleation and bubble growth generated by
bubble-induced water hammer could have profound impacts on

rochannel systems caused by the nucleation
d design „left… and tapered manifold design
ll superheat of 20 K and experiences inertia-
out the simulation. The dashed lines denote

y.
mic
ifol
wa
ugh
etr
device performance. Vapor generated at lower than expected wall
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emperatures improves heat transfer over short time periods. The
hermal performance of similar channel geometries with different
anifolds can vary significantly due to magnitudes of reflected
ater hammer pulses. Flow redistribution and associated instabili-

ies will increase due to the increased channel pressure drop tied
o the additional nucleation. In single microchannels, water ham-
er pulses can generate groups of bubbles at once similar to the

ompound relaxation instability observed by Zhang et al. �2�. The
trong dependence on the overall system geometry makes it diffi-
ult to quantitatively compare results between different devices
ith the same channel dimensions.

3.5 Confinement Number. Microchannel flow boiling re-
earchers have yet to identify a nondimensional parameter to de-
cribe the transition from conventional channels to microchannels.
n the schemes proposed by Kandlikar and Grande �37� or Me-
endale et al. �38�, the size effect on flow boiling is characterized
nly by channel hydraulic diameter. For example, Kandlikar and
rande �37� classified flow boiling in channels as follows:

conventional channels:dh�3 mm
minichannels: 200 �m�dh�3 mm
microchannels: 10 �m�dh�200 �m
transition channels: 0.1 �m�dh�10 �m
molecular nanochannels: dh�0.1 �m

ig. 9 Time history of the bubble radial velocity in the straight
anifold channel. The negative water hammer reflections ef-

ectively increase the bubble growth rate.

ig. 10 Time evolution for the local liquid pressure at z=
11.4 mm. The bubbles nucleate at Tsup=20 K in both sys-
ems. The minimum Pl for the straight manifold is 0.909 bar and

.866 bar for the tapered manifold.

ournal of Heat Transfer
Both classification schemes are based solely on qualitative ex-
perimental observations and do not necessarily reflect natural re-
gime transitions due to fundamental physical phenomena.

A better system would predict phenomenological transitions us-
ing nondimensional numbers which may include the geometry,
fluid properties, and other parameters indicative of shifts in the
dominant physical mechanisms. Kew and Cornwell �39� recom-
mended a confinement number,

CoKC = � �

g��l − �v�dh
2	1/2

�30�

to differentiate between macroscale and microscale flow boiling.
They found the flow characteristics and heat transfer were signifi-
cantly different than macrochannel predictions when CoKC�0.5.
For water at atmospheric pressure the transition based on this
criterion is approximately 5 mm. The applicability of this number
is questionable as scaling analysis typically indicates buoyancy is
negligible for microchannels.

The increase in local liquid pressure is a fundamental confine-

Fig. 11 The evolution of the static liquid pressure in the ta-
pered channel if a 2.44 �m diameter cavity is located at z=
−11.4 mm

Fig. 12 Time history comparison of the liquid pressure at z=
−6 mm for the tapered manifold channel with „solid line… and
without „dashed line… additional nucleation from a 2.44 �m

cavity at z=−11.4 mm

DECEMBER 2009, Vol. 131 / 121006-9
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ent effect, presenting an opportunity to define a nondimensional
umber as the ratio of the confinement pressure to the bubble
verpressure,

CoFG �
Pcon

Pb − Pl,0
�31�

his number indicates magnitude of the feedback from the con-
nement pressure and can characterize the transition from conven-

ional channels to microchannels. For channels large enough that
he increases to the local liquid pressure are negligible, Pcon

Pb−Pl,0, CoFG is small. Large values for CoFG correspond to
ystems where the induced liquid pressure significantly inhibits
olumetric growth.
Equation �31� can be applied to more than just single bubbles.

he definition is rather general and can easily be applied to prac-
ical channel conditions at any instant in time. Since the confine-
ent pressure is driven by the change in local liquid fraction, one

ould treat a pair of closely spaced bubbles that are about to
oalesce as a single void. The volumetric growth rate of the com-
ined void would then be used in Eq. �21�. Furthermore, Eq. �31�
ould be applied to thermally controlled bubbles simply by using
he saturation pressure, which corresponds to the instantaneous
ubble temperature, for Pb. Only the parameter Pl,0 is fixed as it
epresents the liquid pressure the bubble would see if it is

ig. 13 Interaction of the second bubble in the tapered mani-
old channel with the growth of the first bubble

ig. 14 The growth history for bubbles at z=−11.4 mm from
ites nucleating at liquid pressures of 0.868 bar, 0.878 bar, and
.936 bar for a Tw=393.15 K. These nucleation sites measure

.392 �m, 2.415 �m and 2.557 �m in diameter, respectively.

21006-10 / Vol. 131, DECEMBER 2009
unconfined.
For a certain set of assumptions, CoFG can be used to analyti-

cally estimate when a bubble becomes confined. Consider a rela-
tively small inertia-controlled bubble that is not affected by chan-
nel confinement. The volumetric growth rate is determined by the
interface velocity �Eq. �16��. The bubble overpressure can be ap-
proximated as �Pb−Pl,0�=2� /rns. Substituting this relation and
Eq. �21� into Eq. �31� allows the confinement number to be re-
written as

CoFG =
alGrb

2Ach
��lrns

3�
�0.5

� Ccon �32�

The shape factor G accounts for the bubble geometry, which is
introduced through the volumetric growth rate in Eq. �16�. For a
sphere G=4�rb, while for a pancake-shaped bubble constrained in
one dimension G=2�Hch. Equation �32� contains parameters rep-
resenting the channel and bubble geometries as well as fluid prop-
erties. After specifying a confinement threshold, Ccon, a confine-
ment bubble diameter can be defined. For reference, the maximum
radial velocity, noted in Fig. 1, for bubbles with superheats from 5
K to 30 K in channels �100 �m�dh�1 mm� correspond to
0.11�Ccon�0.41. The peak radial velocity occurs after Pcon
overcomes the driving pressure.

Ultimately, the threshold, Ccon, at which channel confinement
significantly influences bubble growth must be determined from
experimental data. Such experiments need to measure both bubble
growth and pressure over the growth cycle of single bubbles. A
measurement of the bubble pressure is virtually impossible in heat
transfer studies. With the exception of Ref. �29�, the authors are
unaware of any other study in the literature which monitors both
these parameters for single bubbles in small channels. Further-
more, the range of channel diameters in Ref. �29� is insufficient to
ascertain the confinement threshold. In lieu of an experimentally
determined Ccon, a logical choice is 0.1 indicating Pcon is at least
one order of magnitude less than the bubble driving pressure. This
somewhat arbitrary value appears reasonable based on the simu-
lation results. Eventually suitable experiments will need to be per-
formed to properly characterize the true transition from an uncon-
strained bubble to a confined one.

Utilizing Eq. �27� one can define a critical nondimensional
bubble cross section where the bubble begins to become confined.
For a spherical bubble in a liquid, this is a function of the liquid
properties and wall superheat.

Ab
� �

�rb
2

Ach
=

Ccon

2al
� 3�

�lrns
�0.5

�33�

The critical value increases with superheat because Pcon based on
the Rayleigh–Plesset asymptotic velocity �Eq. �16�� increases only
with Pb

1/2. For a threshold value of Ccon=0.1, the nondimensional
critical confinement bubble radius, rb

�=2rb /dh, for water in a
square channel is approximately 2% of dh. Hence, Pcon becomes
important for rb=1 �m, 10 �m, and 100 �m for dh=100 �m, 1
mm, and 1 cm, respectively. Assuming a bubble essentially stops
growing once it departs from the wall, the effects of Pcon are not
realized for channels where the bubble departure diameter is less
than the critical confinement diameter. These values qualitatively
agree with experimental observations. For channels on the order
of a few hundreds of micrometers, confinement is always ob-
served. Millimeter-sized channels are reported to exhibit both con-
ventional and microchannel behavior, while larger channels are
well modeled by conventional theory. Note the above discussion
assumes bubble pressure remains constant throughout the growth
process. If bubble growth becomes thermally controlled, bubble
growth slows, which would allow the bubble to become larger

before the confinement pressure becomes significant.

Transactions of the ASME
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Conclusions
Bubble-induced water hammers or acoustic pulses are one of

he first confinement effects to be modeled. The additional acous-
ic pressure inherent to microchannel flow boiling plays an impor-
ant role in the dynamic behavior of the flows. Depending on the
evel of superheat, the analysis predicts the amplitude of the
coustic pressure may be on the order of an atmosphere. The
nitial increase in liquid pressure due to channel confinement
eeds back and reduces the bubble growth rate. Because growth
iminishes with cross-sectional area, less heat is transferred as dh
ecreases, provided all other conditions are identical. Conse-
uently, microchannels do not improve the heat transfer for single
ubbles during the early stages of nucleate boiling. The equations
escribing the generation of these acoustic pressures lead to a
ondimensional number, CoFG, capable of predicting when bubble
rowth and heat transfer will be significantly inhibited in micro-
hannels.

The limited capacity to accommodate the mass displaced during
he growth of a single bubble can lead to large pressure perturba-
ions to the steady-state flow profile. The initial pressure waves
nhibit further nucleation and growth and may deactivate potential
ucleation sites, while the reflected waves decrease the local pres-
ure to levels that can allow nucleation in regions incompressible
nalysis does not predict.

The design of a microchannel heat exchanger, including all
omponents up to the inlet and outlet tubing, significantly influ-
nces the nucleation characteristics in the channels themselves.
ites that would not normally generate bubbles can become active
ue to the pressure depressions created by the reflected acoustic
ressures. As a result, the boiling heat transfer characteristics of
icrochannel systems are tied to the system design. Although the

rror due to water hammer effects may fall within the experimen-
al error of the measurements, the influence of liquid compress-
bility on metrics such as heat transfer rate and mass quality have
et to be quantified. Studies of identical microchannels and chan-
el arrays may have vastly different heat transfer results due to
ifferences in the manifold and tubing designs making it ex-
remely difficult to compare the different data sets. Even different
hips from the same processing batch might have large differences
n performance due to the random distribution of potential nucle-
tion sites within the channels.

The bubble-induced water hammer provides an additional de-
ign factor previous unidentified. Its impact is amplified with in-
reasing thermal loads or diminishing channel dimensions. In-
reases in flow instability directly compete against the additional
vaporation and associated heat transfer. Whether future channels
ill be manufactured to amplify or dissipate these pressure pulses
epends on the net benefit imposed by these opposing effects.
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omenclature
a � sound speed �m�

Co � confinement number
Cp � specific heat �J /kg K�

Ccon � confinement threshold
dh � hydraulic diameter �m�
F � force �N�
G � geometry factor �m�
h � heat transfer coefficient �W /m K�

H � height �m�

ournal of Heat Transfer
i � enthalpy �J/kg�
L � length �m�
m � mass �kg�
nb � number of bubbles
P � pressure �Pa�

Ph � heated perimeter �m�
q � heat transfer �J�
r � radius �m�
R � specific gas constant �J /kg K�
T � time �s�
T � temperature �K�
U � axial velocity �m/s�
V � volume �m3�
W � width �m�
z � axial coordinate �m�

 � void fraction

�th � thermal boundary layer thickness �m�
 � thermal diffusivity �m2 /s�
	 � kinematic viscosity �m2 /s�
� � density �kg /m3�
� � surface tension �N/m�
� � specific volume �m3 /kg�

Subscripts
0 � reference value
b � bubble

boil � boiling at standard temperature and pressure
b ,s � bubble surface

c � critical property
ch � channel

con � confinement
FG � Fogg–Goodson
KC � Kew–Cornwell

l � liquid
lv � liquid-to-vapor

meas � measured
ns � nucleation site

pred � predicted
RP � Rayleigh–Plesset
sat � saturation

sup � superheat
tp � two-phase
v � vapor
w � wall
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Direct Numerical Simulation of
Heat Transfer in Spray Cooling
Through 3D Multiphase Flow
Modeling Using Parallel
Computing
Thermal management issues have become a major bottleneck for further miniaturization
and increased power consumption of electronics. Power electronics require more increas-
ing use of high heat flux cooling technologies. Spray cooling with phase change has the
advantage of large amount of heat transfer from the hot surface of many power electron-
ics. Spray cooling is a complex phenomenon due to the interaction of liquid, vapor, and
phase change at small length scale. A good understanding of the underlying physics and
the heat removal process in spray cooling through numerical modeling is needed to
design efficient spray cooling system. A computational fluid dynamics based 3D multi-
phase model for spray cooling is developed here in parallel computing environment using
multigrid conjugate gradient solver. This model considers the effect of surface tension,
gravity, phase change, and viscosity. The level set method is used to capture the move-
ment of the liquid-vapor interface. The governing equations are solved using finite dif-
ference method. Spray cooling is studied using this model, where a vapor bubble is
growing in a thin liquid film on a hot surface and a droplet is impacting on the thin film.
The symmetry boundary condition considered on four sides of the domain effectively
represents a large spray made up of multiple equally sized droplets and bubbles and their
interaction. Studies have also been performed for different wall superheats in the absence
of vapor bubble to compare the effect of two-phase heat transfer compared to single-
phase in spray cooling. The computed interface, temperature, and heat flux distributions
at different times over the domain are visualized for better understanding of the heat
removal mechanism. �DOI: 10.1115/1.3220142�

Keywords: spray cooling, multiphase flow modeling, heat transfer, parallel computing,
CFD, direct numerical simulation
Introduction

Spray cooling is a high heat flux ��100 W /cm2� thermal man-
gement technique that is capable of dissipating heat fluxes of
00 W /cm2 using fluorinert �1� and over 1000 W /cm2 using wa-
er �2�. This technique is very effective in cooling high power
lectronic devices such as laser diode arrays, radar systems, and
any other applications. In spray cooling, the liquid is forced

hrough a small orifice that shatters into a dispersion of fine drop-
ets, which then impact on a heated surface. The droplets impinge,
pread on the surface, and evaporate, thus forming a thin liquid
lm. With time, bubbles nucleate on the surface inside the thin

iquid film. Droplets impinge and interact further with the growing
ubbles within the film and results in high heat removal through
onduction, convection, and phase change. The spray cooling pro-
ess is sketched in Fig. 1. The heat removal is very high than pool
oiling because of less resistance to the removal of vapor from the
ot surface. Other advantages of spray cooling include uniformly
ooled surfaces, low droplet velocity, and no temperature over-
hoot.

Several experiments have been conducted using spray cooling
n recent years �3,4� and various designs of spray cooling devices
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are emerging. However, the theoretical understanding of spray
cooling heat transfer is not well known because of the simulta-
neous interaction of spray droplets, thin film surface evaporation,
nucleation, convection, and phase change. Another complication
in understanding heat transfer mechanism is the small scales at
which it occurs. Direct experimentation, therefore, has been lim-
ited in its ability to provide much more than empirical heat trans-
fer correlations. Therefore, numerical modeling is invaluable be-
cause several aspects can be studied very quickly and at minimum
cost. Recent advances in computational power and efficiency have
led to a proliferation of numerical methods that seek to directly
simulate interface transport mechanisms of multiphase flows.
Only limited work is available in the related area of bubble dy-
namics �5,6�, pool boiling �7–9�, and droplet impact �10� on a hot
plate. The current status of spray cooling modeling and methods
to solve multiphase flow is presented by Selvam et al. �11� and
Sarkar �12�. However, research on the multiphase simulation of
spray cooling, especially in 3D, is seriously lacking in the litera-
ture.

Direct simulation based on fluid dynamics principles that rep-
resent detailed aspects of the spray cooling process �schematic
shown in Fig. 1� such as droplet ejection, its interaction in transit
to the heater surface, droplet impact on the liquid film, and vapor
bubble growth and departure are beyond computational capabili-
ties at this time. Selvam et al. �13� determined that by reducing the
complexity of the problem and modeling the effects of droplet

impact on bubble growth in a thin film �circular portion in Fig. 1�

DECEMBER 2009, Vol. 131 / 121007-109 by ASME
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mmensely helps in understanding the phenomena. The liquid film
hickness in spray cooling is 40–150 �m �4,14�, much smaller
ompared to the film thickness observed in pool boiling �7.5 mm�
7�. The theoretical understanding of nucleate boiling in thin film
40–150 �m� is not available at this time. Bubble growth and
roplet impact on bubble in spray cooling are 3D in nature and
ence a 3D multiphase modeling is essential for the quantitative
rediction of flow field and heat transfer. The major concern for
mplementing 3D model is its very high computation time in a
erial computer. A 3D multiphase flow model is implemented here
n distributed parallel computing environment. The spray cooling
henomena has been studied using the 3D multiphase flow model
o predict and illustrate the two-phase heat transfer process after
he spray droplets impact on growing vapor bubbles inside a thin
iquid film �44 �m�. Studies are also performed for different wall
uperheats without the vapor bubble to understand the single-
hase heat transfer process and to compare the heat flux with the
wo-phase heat transfer in presence of droplet impact.

Numerical Formulation of 3D Multiphase Flow Us-
ng Level Set Method

2.1 Multiphase Flow Modeling. A 3D multiphase model in-
orporating surface tension, gravity, and viscosity is developed.
he interface is captured by the level set function � introduced by
ussman et al. �5� and later modified by Son and Dhir �7� to
nclude phase change. The function � is defined as a positive or
egative distance from the interface, and similar to that of Son and
hir �7�, the negative is chosen for the vapor phase and positive is

hosen for the liquid.

2.2 Assumptions of the 3D Model. To develop the 3D mul-
iphase flow model for spray cooling, the following assumptions
re made:

�1� Modeling the effects of droplet impact on bubble growth in
a thin film of 40–150 �m on hot surface would aid in
better understanding the heat transfer mechanisms associ-
ated with spray cooling.

�2� The flow is assumed to be incompressible.
�3� In spite of droplet interaction with liquid thin film the flow

is laminar.
�4� The fluid properties, i.e., density, viscosity, and thermal

conductivity, are constant in both liquid and vapor phases.
�5� The vapor phase as well as the interface is maintained at

Fig. 1 Schematic diagram of spray cooling phenomena
the saturation temperature of the liquid.

21007-2 / Vol. 131, DECEMBER 2009
�6� The thermal conductivity at the vapor phase is zero
�7� The wall temperature, i.e., the temperature of heater sur-

face, was always constant.
�8� The contact angle of vapor bubble on solid wall is kept

constant as 90 deg.

2.3 Governing Equations. The Navier–Stokes equations,
considering the effect of surface tension, gravity, and phase
change at the interface, are as follows:

���tu + u · �u� = − �p + �g − �� � H + � · � � u + � · � � uT

�1�

where u is the velocity vector, � is the density, g is the gravity, H
is the Heaviside function, � is the dynamic viscosity, and � is the
thermal conductivity. The energy conservation equation can be
stated as

�cpl��tT + u · �T� = � · k � T − ��uint − u�hfg · �H �2a�

where cpl is the specific heat of the liquid at constant pressure. To
calculate for the interfacial velocity, a Newtonian iteration algo-
rithm was developed by Juric and Tryggvason �15� that requires
expensive computations and there is no explicit relation exists
between the interfacial velocity and temperature. To avoid such
difficulty in solving the energy equation, the interfacial velocity
uint is extracted from Eq. �2a�. Finally, the energy equation
coupled with the interface temperature condition is considered
below as Eqs. �2b� and �2c� as suggested by Son �16�.

�cpl��tT + u · �T� = � · k � T for H � 0 �2b�

T = Tsat�pv� for H = 0 �2c�

where pv is the pressure of the vapor phase, and Tsat is the satu-
ration temperature. Mass conservation equation is used as

� · u = m · ��/�2 �3�

where

� = �v + ��l − �v�H �4�

where �l and �v are the densities of the vapor, and m is the mass
flux. The value of � and k are calculated using the similar relation
as used in Eq. �4� as suggested by Son �17� to prevent instabilities
at the interface. Evaluation of varying properties using different
interpolation schemes is discussed by Patankar �18�. H is the
Heaviside function and is defined as

H = 1 if � � 1.5h, H = 0 if � � − 1.5h
�5�

H = 0.5 + �/�3h� + sin�2	�/�3h��/�2	� if ��� � 1.5h

where h is a grid spacing. Equation �5� implies that the interface
separating two phases is replaced by a transition region of finite
thickness to avoid numerical instabilities at the interface for larger
density differences in its two sides. H is a step function chosen to
smooth over three greed spacing �+1.5h to −1.5h� as suggested by
Sussman et al. �5�. The volume source term is included in the
continuity �Eq. �3��, derived from conditions of continuity and
energy balance at the interface

m = ��uint − u� = k � T/hfg �6�

where uint is the interface velocity vector, and hfg is the latent heat
of vaporization. In the level set formulation, the level set function
� is advanced and reinitialized as

�t� = − uint · �� �7�

�t� = �0�1 − �����/���0
2 + h2� �8�

where �o is a solution of Eq. �7�.
The surface tension effect is considered in the momentum equa-

tion by using a step function H �H=0 in vapor and H=1 in liquid�

and � is the interfacial curvature expressed for 3D as

Transactions of the ASME
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� = � · ���/�����

= ��x
2�yy − 2�x�y�xy + �y

2�xx + �x
2�zz − 2�x�z�xz + �z

2�xx

+ �y
2�zz − 2�y�z�yz + �z

2�yy�/��x
2 + �y

2 + �z
2�3/2 �9�

ere the subscripts are in differentiation with respect to �. The
urface tension force ���H is implemented in the volume form
o avoid the need for explicit description of the interface as sug-
ested by Brackbill et al. �19�.

2.4 Nondimensional Form of the Governing Equations.
he nondimensional form of the above set of equations is derived
sing the characteristic length lr, velocity ur, time tr, and dimen-
ionless temperature T�. They are defined, as suggested by Son
nd Dhir �7�, as

lr = ��/g��l − �v�, ur = �glr, tr = lr/ur, and
�10�

T� = �T − Tsat�/�Tw − Tsat�
he reference values are taken in such a way that the gravity force
ecomes unity, that is, Froude number �Fr� equal to 1 and the
ond number �Bo� is just above 1.0 if the density ratio of the

iquid to vapor is larger. In addition, considering ��, k�, ��, and

p
� of liquid as reference values, the nondimensional equations are

xpressed as:

����tu
� + u� · �u�� = − �p� + ��g� − �� � H�/Bo

+ �� · �� � u� + � · �� � u�T�/Re �11�

��c�
pl��tT

� + u� · �T�� = �� · k� � T�/Pe �12�

� · u = Ja · k� � T� · ���/�Pe · ��2� �13�

u�
int = u� + Ja · k � T�/�Pe · ��� �14�

here Re=�lurlr /�l, Bo=�lglr /�, Ja=cpl
T /hfg, Pr=cpl�l /kl,
e=Re, Pr=�lurlrcpl /kl. gy represents unit gravitational force in

he y-direction.

2.5 Numerical Solution. Highly nonlinear equations �Eqs.
1�, �2a�–�2c�, �3�, �7�, and �8�� are discretized using finite differ-
nce method on a staggered grid system. All variables except
ressure are stored at the grid points and pressure is stored at the
ell center. The diffusion terms are considered implicitly and the
onvection and source terms are considered explicitly in time. For
patial approximations all terms are considered using second-
rder central difference and the convection term by a second-order
NO method. The discretized equations are solved by the precon-
itioned conjugate gradient �PCG�, multigrid �MG�, and multigrid
onjugate gradient �MGCG� solvers in an iterative form to com-
are the solver efficiency. Spray cooling is studied by MGCG
sing MG level 5. At each time-step the equations are solved
equentially in the following order: �a� solve the momentum equa-
ion �Eq. �1�� for velocities; �b� correct the velocity to take the
ressure effect; �c� solve the pressure equation to satisfy continu-
ty; �d� update the velocities to include the new pressure effect; �e�
olve for the temperature equation �Eq. �2��, �f� solve for the dis-
ance function �Eq. �7��, �g� reinitialize the distance function as
er �Eq. �8��, and go to next time-step. Time-steps for the compu-
ation is chosen such that the Courant-Friedrichs-Lewy �CFL�
ondition �
t�min�h / ��u�+ �v�+ �w��10−6�� is satisfied.

Implementation of Multiphase Flow Model in Paral-
el Computing Environment

3.1 Message Passing Environment and Domain
ecomposition:. For a standard problem of 3D spray cooling to

olve, it requires almost 30–50 days using PCG solver in a serial
omputer. This is nowhere close to the practical turnaround time.

his is because of the use of a large number of grid points in 3D
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problem �e.g., 129 grids in each direction gives rise to more than
2�106 cells in 3D compared to 16,000 cells in 2D�. So the imple-
mentation of 3D model in parallel computing environment is a
must to reduce the turnaround time. Message passing interface
�MPI� �20� is used to exchange data among processors through
communications by sending and receiving messages. Domain de-
composition �DD� technique �21� is used in the parallel imple-
mentation. The problem is first decomposed into several domains
and then each task performed on a part of the data simultaneously.
The boundary values of several domains are transferred from one
processor to the other. First the code is written to have DD in one
direction and then in three. The 1D DD worked very well for PCG
solvers but it is not very efficient for MG solvers. The number of
levels that can be used in 1D DD gets reduced as the number of
processors is increased. Hence 3D DD is preferred for multigrid
solvers.

3.2 Efficient Solvers for Distributed Parallel Computing.
The PCG solver looses its efficiency when more processors are
used, as reported in Ref. �21�. MG solver is very efficient for
computational fluid dynamics �CFD� applications. In the current
model the MG solvers are also not converging for certain time-
steps. Therefore, MGCG solvers �22� are also considered where
the MG is considered as a preconditioner for the PCG. For MG
calculations the incomplete Cholesky decomposition is used to
reduce the high frequency errors. The MG solvers are efficient for
reducing the individual domains error and CG for reducing the
interface domain error. Table 1 shows the convergence rate for
MGCG solver with different number of levels �subdomains� used
to solve a bubble growth problem for 20 time-steps using eight
processors. The table also includes results for PCG and MG solver
for comparison. A grid size of 65�65�65 is used for all calcu-
lations. The MGCG solver is found to be up to four times faster
compared to PCG solver and implemented in the 3D model in
parallel computing.

3.3 Performance Enhancement Using MGCG Solver in
Parallel Computing. The time required to complete the 20 time-
steps of a standard spray cooling problem is observed for different
solvers and number of processors. An estimation of completion
time for the benchmark problem �with 10,000 time steps� is made
based on the time required for solving 20 time-steps. For smaller
problem size �65�65�65 grid sizes�, use of PCG solver in serial
computing is found to take almost 105 h �more than 4 days� to
solve the problem. In contrast, using MGCG solver with more
than three levels �L� and using eight or more number of proces-
sors, the same result is achieved within 10 h. So the turnaround
time of the problem is improved by almost ten times. The advan-
tage of using MGCG solver is even more prominent when the
problem size is bigger �129�129�129 grids�. For bigger prob-
lems, the 3D multiphase model with PCG solver in serial comput-
ing would take almost 1427 h, i.e., 60 days, to solve the problem.
When MGCG solver �level 5� is used with 32 numbers of proces-
sors, the same result can be achieved within 30 h. So the turn-
around time of bigger problem is improved by 45–50 times and
ideal to solve the challenging multiphase flow problem more ef-

Table 1 Convergence rate and CPU time for different solvers
in parallel computing

Solver

MG
level
used

Number of
iterations for
convergence

CPU time for solving
20 time-steps of

bubble growth problem

MGCG 5 5–9 83
MGCG 3 8–14 93
MGCG 2 14–24 153
PCG - 26–32 335
MG - 200 912
ficiently using MGCG solver with higher levels in parallel com-
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uting. The speedup is observed to be significant, up to 32 pro-
essors for larger problems and up to eight processors for smaller
roblems, before communication overhead to become significant
o affect the speedup.

3D Modeling of Liquid Droplet Impact on Thin Liq-
id Film With Growing Vapor Bubble

4.1 Simulation Details. Properties of FC-72 �a dielectric
oolant� at Tsat=53°C is considered for 3D modeling of droplet
mpact on growing bubble in thin liquid film. The computed ref-
rence values are as follows: reference length lr=736.2 �m, ref-
rence velocity ur=85 mm /s, reference time tr=8.66 ms, and
T=10°C. The nondimensional numbers are as follows: Re
218, Bo=1 �or We=1�, Pe=2050, Ja=0.127, and Ec=6.6
10−7. The liquid-to-vapor density ratio ��l /�v� is 138. For nu-
erical stability issues, the density ratio of 20 is used in the com-

utations. The computed results using higher density ratios have
imilar trends of heat flux but the time-steps needed to be used is
uch smaller. As the goal of this study to investigate the heat

ransfer mechanism during spray cooling, the use of density ratio
f 20 instead of 138 serves the purpose. The above data refer to
pray cooling experiments performed by Lin and Ponnappan �4�
sing FC-72 of Tsat=53°C. A computational domain of 0.2
0.2�0.2 units �147.2�147.2�147.2 �m3� is considered. Ap-

ropriate grid sizes for studying the droplet-bubble dynamics are
hosen using grid convergence studies. The dependence of heat
ransfer for different grid points is checked and 129�129�129
rids are observed to be optimum. Therefore, the computational
omain is discretized by 129�129�129 mesh for this study �grid
ize is 1.14 �m�. Computation is done with a time-step of 86.6 ns
5�10−6 units� for 20,000 time-steps. The MGCG solver with
ultigrid level 5 is used.

4.2 Initial and Boundary Conditions. The 3D multiphase
ow model developed here simulates the droplet and bubble in-

eraction in thin liquid film over hot surface. The typical initial
ondition including computational domain and the boundary con-
itions for the governing equations are shown below in Fig. 2. A
roplet radius of 0.03 �22.086 �m� falling down with a velocity
f 40 �3.4 m/s� units located at 0.13 �95.706 �m� units above the
ot wall is introduced. These parameters are close to the 40 �m
iameter of the spray falling with a velocity of 10 m/s reported by

Fig. 2 Initial and boundary conditions
aysinger �23� from experiment. The frequency of the falling
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droplet is suggested to be 1 kHz �1 ms interval� �24�. The initial
temperature of the droplet is assumed to be Tsat. The bubble
growth process is too slow than the droplet impact. Therefore, a
sufficiently grown bubble with a radius of 0.05 �36.81 �m� non-
dimensional units is placed on one corner of the domain over hot
wall within a thin liquid layer of 0.06 �44.172 �m� nondimen-
sional units. This is done to capture the droplet-bubble interaction
within a reasonable time due to very high computational overhead
of the 3D model. The initial temperature distribution of the liquid
film is considered to be varying linearly from the surface to 0.012
�8.834 �m� units above the surface.

Though a single representative droplet-bubble interaction has
been modeled, the symmetry boundary condition considered on
four sides of the domain indeed represents that the same process is
taking place on the other sides of the wall. In effect, a large spray
made up of multiple equally sized droplets and bubbles have been
considered and the associated spray cooling heat transfer due to
their interaction has been modeled in this simulation.

4.3 Results and Discussions. The initial condition considered
for droplet impact study on thin liquid film with growing bubble is
shown in Figs. 3�a�–3�d��i�. Figs. 3�a� and 3�b��i� show the initial
liquid-vapor interface in 3D and first planar views, respectively.
The orientation of the axes in Figs. 3�a� and 3�b��i� are different
for better visualization. The initial temperature and heat flux con-
tour on the heated surface are shown in Figs. 3�c� and 3�d��i�.

To illustrate systematically the heat transfer in spray cooling in
time sequences, the shape of the liquid-vapor region, the tempera-
ture contours on the first plane above the heated surface, and the
heat flux over the hot surface are plotted for several times in Figs.
3�a�–3�d��ii and iii�. The computed heat transfer rates are captured
and visualized at several instants of times after droplet impact
when liquid and vapors are trying to find equilibrium. This helps
to understand the heat transfer process in spray cooling. Due to
space restriction, only plots are shown when high heat transfer
occurs. It is assumed that there is some initial temperature distri-
bution in the liquid region and the initial Nu is 79.36. From the
average Nu versus time plot �not shown here� it is observed that
the Nu starts increasing from 79.36–101.28 in 0.0063 �54.56 �s�
time and reaches its maximum to 119 in 0.0106 �91.80 �s� di-
mensionless time. That is the time when the maximum heat trans-
fer occurs. Observing closely Fig. 3�a��ii and iii� it is revealed that
after the liquid droplet impact on the liquid layer with vapor
bubble in it, the droplet spreads on the top of the liquid layer, and
due to impact the thin liquid layer above the bubble expands and
tears away, as shown in Figs. 3�a� and 3�b��ii�, at 54.56 �s and
the average Nu reaches 101.28. The temperature contour very
close to the hot surface and the corresponding heat flux contour on
the hot surface at this time instant is shown in Figs. 3�c� and
3�d��ii�, respectively. It is observed that due to droplet impact very
cold liquid droplet mixed with the liquid layer touches the hot
surface and high heat is removed from the hot surface due to
instant conduction from the hot wall to the cooler liquid. This is
evident from the circular cold patch in Fig. 4�c��ii�. Although the
average Nu reaches 101.28, the local Nu at this region reaches
from 120–420 and in a very small area it reaches even up to 490
as found from the heat flux contour in Fig. 3�c��ii�. With time the
cooler liquid starts to spread and move towards the dry area where
the vapor was growing, as shown in Figs. 3�a� and 3�b��iii� at
77.94 �s. The temperature and heat flux contours �Figs. 3�c� and
3�d��iii�� shows the cooling of the hot surface at some region due
to the high heat transfer. Heat flux contour on the hot surface �Fig.
3�d��iii�� reveals that the local Nu is around 420–490 in a larger
portion of the moving liquid �compared to Nu of 120–420 after
54.56 �s�. As a result the corresponding average Nu increases
and reaches to its maximum value of 119.0 at 77.94 �s. Thus the
highest heat flux occurs after the vapor bubble breaks due to drop-
let impact and the cooler liquid spreads with time on the dry hot

surface vacated by the bubble. The flow changes in a very short
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Fig. 3 „a… Overall shape of the liquid droplet and vapor bubble and „b… shape of liquid and vapor layers at the first plane in all
directions, „c… temperature contour on the first plane above the hot surface „xy plane…, and „d… heat flux contour over the hot
surface at different times: „i… plot at 0.087 �s „initial condition…, „ii… plot at 54.56 �s „droplet impact… and „iii… plot at 77.94 �s
„some time after droplet impact when cold liquid spreads over the hot surface—transient conduction…
ournal of Heat Transfer DECEMBER 2009, Vol. 131 / 121007-5
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ime due to the interaction of the surface tension, viscosity, grav-
ty, and phase change. The cooler liquid takes away a lot of heat
hile spreading on the hot surface.

4.4 Mechanism of Spray Cooling. Several mechanisms of
pray cooling heat transfer have been proposed in the literature.
ais et al. �25� suggested that due to high temperature gradient
etween the hot surface and the liquid layer, a thin film is devel-
ped and the high heat transfer occurs due to evaporation at the
iquid-vapor interface of the thin film. Rini et al. �26� and Pais et
l. �27� suggested that the key mechanism of spray cooling is
secondary nucleation,” which creates numerous bubble nucle-
tion sites in the film when droplet impingement at the liquid/
apor interface results to vapor bubble fracture and vapor entrain-
ent in the liquid film. A recent review paper by Silk et al. �28�

ummarizes the proposed heat transfer mechanisms in spray cool-
ng research community and analyzes the applicability and limi-
ations of each of them.

From the current study the transient conduction is found to be
he main mechanism of high heat transfer. When the vapor bubble
reaks due to liquid droplet impact the cooler liquid spreads in the
ry hot area and heat is conducted from the wall to the liquid layer
ith time. This transient conduction in a very short time is the one
hich produces the high heat flux. To bring cooler liquid to the
eated surface in a very short time, vapor bubble collapse due to
roplet impact is necessary. Importance of transient conduction
echanism indicates the usefulness of efficient fluid removal sys-

em to bring new cooler liquid on the heated surface. This re-
earch group is developing new spray cooling and other multi-
hase cooling devices for smaller and larger areas using this
oncept. Preliminary results are very promising indicating up to
0–40% heat transfer enhancement compared to heat flux data
vailable in literature.

Single-Phase and Two-Phase Heat Transfer in Spray
ooling: 3D Model versus Experiment
Spray cooling process is stochastic in nature and the heat trans-

er associated with it varies depending on different combinations
f droplet-bubble distance, droplet impinging timing, bubble size,
roplet velocity, wall superheat, and many other parameters. How-
ver, wall superheats and droplet velocity are two major control-
ing parameters. So these two parameters are kept similar to what
in et al. �4� have used. The single-phase and two-phase heat

ransfer was studied for spray cooling using the 3D multiphase
odel and the predicted heat flux is compared with the experi-
ental results.
In actual spray cooling the single-phase heat transfer occurs

efore the formation of the vapor bubble on the hot surface. Dur-
ng this period the heat transfer occurs through conduction and
onvection. The phase change mode of heat transfer is totally

Fig. 4 Stages in spray cooling and capability of
bsent at this time. When the conditions are favorable for nucle-
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ation on the hot surface the nucleation starts to occur. The vapor
bubble grows and the two-phase heat transfer comes into play due
to phase change along with conduction and convection. Thus the
spray cooling phenomena can be described as a combination of
four different stages, as illustrated in Fig. 4, i.e., �a� single-phase
heat transfer in the absence of vapor bubble, �b� bubble nucle-
ation, �c� bubble growth, and �d� droplet impact. In spray cooling
experiment, a single run with increasing wall superheat from
5–40°C is enough to acquire all the data to draw its characteristic
spray cooling curve. Unfortunately, any macroscopic multiphase
flow model is not capable of capturing the bubble nucleation, as it
is a molecular level process. For this reason, all the stages of spray
cooling cannot be captured in a single simulation run. However, a
vapor bubble of some initial size could be introduced into or omit-
ted from the model as needed to mimic single-phase and two-
phase heat transfers, respectively. As the bubble growth process is
too slow compared to the droplet impact, a sufficiently grown
bubble was considered in simulation to capture the droplet-bubble
interaction and corresponding heat transfer.

To compare the heat flux calculated from the 3D model with the
experimental data, two sets of runs are performed. The first set
considers both droplet and vapor bubble �two-phase� and the sec-
ond set consider only droplet and no vapor bubble �single-phase�.
Two sets have been studied for different wall superheats of 10°C,
20°C, 30°C, and 40°C. The droplet velocity is kept constant at
115 nondimensional units, which is equal to 9.8 m/s. This droplet
velocity is chosen as to compare with spray cooling experimental
results from Lin et al. �4�, where a droplet velocity of 10 m/s was
used. A spray cooling characteristic curve �Fig. 5� is plotted with
single- and two-phase heat transfers from the 3D multiphase
model. An experimental heat flux data of Lin et al. �4� for the
similar parameters as used in this model is also plotted for com-
parison. The slope for two-phase heat transfer is higher compared
to single-phase heat transfer. The experimental heat flux curve is
observed to be a smooth transition from single-phase heat transfer
regime to two-phase heat transfer regime and it correlates well
with the results from our model. Below 10°C wall superheat the
heat flux curve is predominantly single-phase and after that it is
predominantly two-phase. This behavior is similar to actual spray
cooling. So this model can predict the spray cooling phenomena
and associated heat transfer reasonably well. However, the com-
parison with experiment is not to match the data very precisely
but to check whether this model can predict the spray cooling heat
transfer reasonably well and if it can identify the single- and two-
phase regimes of heat transfer. Future work is underway to imple-
ment multiple droplet-bubble interactions and use of horizontal
convective velocity in the current model. Then a very realistic

ltiphase flow modeling to capture these stages
comparison between the model and experiment can be performed.
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Conclusions
A 3D computer model for multiphase flow of spray cooling

ith parallel computing is reported in this paper. Level set method
s used to capture the liquid-vapor interface. The spray cooling
henomena, and single-phase versus two-phase heat transfer in
pray cooling has been studied using this model. From the study
he following conclusions are made:

�i� Conduction, convection, phase change, and droplet impact
all interacts simultaneously in spray cooling. High heat
flux occurs at the time instant when cold liquid droplet,
after impacting, mixes with the thin liquid film and hits the
hot surface. At the same time thin liquid film breaks due to
droplet impact and merges with the vapor over the liquid
film. The maximum heat flux occurs after bubble merging
due to transient conduction when the cold liquid moves
with time from all directions over the dry hot surface va-
cated by the vapor bubble. This represents the actual be-
havior in spray cooling.

�ii� The heat flux contour over the hot plate gives the detail
picture of local heat transfers occurring in different places
over the hot surface along with the average Nu. In this
aspect 3D multiphase flow model is realistic, gives quan-
titative heat transfer prediction, and provides actual visu-
alization of flow field and associated heat transfer at mi-
crometer length scale that is very hard to capture from
experiments. This study will be extended in future to in-
clude the interaction of multiple droplets introduced at dif-
ferent times with bubbles of different sizes, which is more
realistic to stochastic spray cooling process.

�iii� The model can predict both the single- and two-phase heat
transfers in spray cooling. The slope of two-phase heat
flux is higher compared to that of single-phase. Compari-
son with experimental data by Lin et al. �4� indicated that
this model is well capable of simulating the spray cooling
phenomena and predicting the associated heat transfer.

�iv� This specific study is for modeling heat transfer in thin
film but the computational challenges addressed here is
quite similar to what has been seen to model many other
phase change processes. Therefore it is believed that the
use of parallel computation and more efficient MGCG
solver would make the modeling of larger phase change

ig. 5 Comparison of heat flux in spray cooling: 3D model
ersus experiment
problems more feasible.
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Nomenclature
Bo � Bond number, �lglr

2 /�
cp � specific heat at constant pressure �J /kg K�
h � grid spacing �m�

hfg � latent heat of evaporation �j/kg�
Ja � Jacob number=cpl
T /hfg
K � thermal conductivity �W /m K�
lr � characteristic length, �� /g��l−�v� �m�
m � mass flux vector �g /m3 /m2 s�

Nu � Nusselt number, qlr / �
Tkl�
p � Pressure �Pascal�

Pe � Peclet number, �lurlrcpl /kl
Pr � Prandtl number, cpl�l /kl
q � heat flux �W /m2�

Re � Reynolds number, �lurlr /�l
T � temperature �K�

T� � dimensionless temperature, �T−Tsat� / �Tw−Tsat�

T � temperature difference, Tw−Tsat

t � time �s�
g � gravity vector �m /s2�
H � step function
tr � characteristic time, lr /ur �s�
u � velocity vector �u ,v� �m/s�

uint � interface velocity vector �m/s�
ur � characteristic velocity, �glr �m/s�
 � thermal diffusivity �m2 /s�
� � interfacial curvature
� � dynamic viscosity �N s /m2�
� � density �g /m3�
� � surface tension �N/m�
� � level set function

Subscripts
int � interface

l, v � liquid, vapor
sat, w � saturation, wall
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High-Resolution Measurements
at Nucleate Boiling of Pure FC-84
and FC-3284 and Its Binary
Mixtures
In a special boiling cell, vapor bubbles are generated at single nucleation sites on top of
a 20 �m thick stainless steel heating foil. An infrared camera captures the rear side of
the heating foil for analyzing the temperature distribution. The bubble shape is recorded
through side windows with a high-speed camera. Global measurements were conducted,
with the pure fluids FC-84 and FC-3284 and with its binary mixtures of 0.25, 0.5, and
0.75 mole fraction. The heat transfer coefficient (HTC) in a binary mixture is less than
the HTC in either of the single component fluid alone. Applying the correlation of
Schlünder showed good agreement with the measurements (1982, “Über den
Wärmeübergang bei der Blasenverdampfung von Gemischen,” Verfahrenstechnik, 16(9),
pp. 692–698). Furthermore, local measurements were arranged with high lateral and
temporal resolution for single bubble events. The wall heat flux was computed and ana-
lyzed, especially at the three-phase-contact line between liquid, vapor, and heated wall.
The bubble volume and the vapor production rate were also investigated. For pure fluids,
up to 50–60% of the latent heat flows through the three-phase-contact region. For mix-
tures, this ratio is clearly reduced and is about 35%. �DOI: 10.1115/1.3220143�

Keywords: nucleate boiling, binary mixtures, single nucleation site, thin metallic foil
heater, local wall temperature, local wall heat flux, three-phase contact line evaporation
Introduction
Nucleate boiling of binary mixtures is a well established pro-

ess in the chemical industry, petrochemistry, and food industry.
or the calculation of the heat transfer coefficient, many empirical
orrelations are available that predict the well known effect that
he nucleate boiling heat transfer coefficient �HTC� of a binary
ixture is typically lower than the coefficients of the pure fluids.
he first researchers to do extensive experiments with binary mix-

ures were Bonilla and Perry in the 1940s. They found that the
eat transfer coefficient � of a binary mixture of water and etha-
ol is much lower than the ideal heat transfer coefficient �id,
hich is defined as the average mole ratio between the heat trans-

er coefficients of the pure fluids �1�. Baehr and Stephan �2� ex-
lained this effect with the local change in the mixture concentra-
ion close to the bubble. Because the more volatile component
ill evaporate more easily, the vapor in the bubble will contain a
igher concentration of this component than the liquid in the bulk.
hus, the fluid close to the wall �especially near the bubble foot
here the highest evaporation takes place� becomes locally poor

n the more volatile component. The local saturation temperature
ncreases and less energy can be transferred at the same heat flux
ate: the HTC decreases. Schlünder �3� developed a model that
escribes the reduction in the global heat transfer coefficient for
ucleate boiling of binary mixtures. In his model, it is assumed
hat there is a concentration gradient from the phase interface to
he bulk liquid due to the reasons mentioned above. Therefore, a
ack diffusion of the less volatile component from the phase in-
erface into the bulk is taking place. This effect is qualified
hrough the mass transfer coefficient �0. The ratio between the
eal and the ideal HTC is expressed as follows:

1Corresponding author.
Manuscript received February 15, 2008; final manuscript received January 12,
009; published online October 15, 2009. Review conducted by Yogesh Jaluria.
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�

�id
=

1

1 +
�id

q̇
�TS2 − TS1��y1˜− y2�̃�1 − exp� − B0q̇

�l�0�hv
�� �1�

The only coefficient that has to be fitted to experiments is the
parameter B0, which is in the order of 1. With the model of
Schlünder �3�, it is also possible to show that the heat transfer
coefficient of mixtures is less affected by pressure and heat flux
than the heat transfer coefficients of pure fluids.

More recently, experiments were carried out by Schlindwein et
al. �4� who observed a binary mixture of FC-87 and FC-72. They
analyzed the global heat transfer coefficient and compared it with
different correlations for pure fluids, e.g., from Rohsenow, Coo-
per, and Stephan/Abdelsalam. Since all of these correlations are
based on empirical data, large differences can appear when differ-
ent fluids or heater surfaces are used. In Ref. �4�, the correlation of
Cooper fits very well to the experimental data. Since their fluids
were very simliar to the fluids used in this article and because the
correlation of Cooper is very simple, it was used for the validation
of the presented experiments. The equation is given below:

� = 55pr
b�− 0,4343 ln�pr��−0.55M−0.5q0.67 �2�

where pr=p /pc is the reduced pressure and b=0.12–0.2 log�Rp� is
a function of the surface roughness.

However, all of these correlations are predominantly experi-
ment based and need large amounts of experimental data for vali-
dation. With new fluids or new surfaces, the models may fail.
Thus, our basic understanding of the complex transport phenom-
ena is still not sufficient to build a comprehensive theory or accu-
rately predict nucleate boiling heat transfer �5�. Stephan �5� ex-
plained that this is due to different transport phenomena from the
nanometer to the millimeter scale, which strongly interact with
each other in a transient process with very small response time.

Since modern measurement technologies with very high lateral
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nd temporal resolution and powerful numerical methods are
vailable, it is possible to include microscale mechanisms in the-
retical and experimental research.
A general approach of thin film evaporation using the disjoinig

ressure concept was laid in the 1970s by Wayner et al. �6�. From
hat model, the heat and mass transfer could be computed near the
iny contact region where the liquid-vapor interface meets the
eated wall. Here, the curvature changes and the heat resistance is
ery low. Thus, extreme heat fluxes appear in a region with about
�m lateral extension. The heated wall, which is in direct contact
ith the vapor, holds an adsorbed film of about 2 nm thickness. It

annot evaporate, and in the inner region of the bubble the heat
ux is almost zero.
Since that time, different groups have developed numerical
odels where the calculation of the so called microregion is in-

luded in the calculation of single bubble growth on heated walls
macroregion�. Dhir et al. �7� conducted numerical calculations of
ntire bubble cycles growing and departing from a heated wall
nd bubble coalescence using a free bubble surface. The microre-
ion heat flux was computed with a simplified assumption of con-
tant wall temperature and with a parametrized dynamic contact
ngle function. Fujita and Bai �8� also presented a transient model
or bubble growth and departure, assuming constant wall tempera-
ure and constant contact angle. Stephan and Hammer �9� devel-
ped a quasistationary model of bubble growth on a heated sur-
ace. In an iterative process, the equations for mass, momentum,
nd energy balance were solved and coupled between the micro-
nd macroregion. The temperature distribution in the wall was
lso computed. It shows that spatial and temporal fluctuations of
he wall temperature have a non-negligible influence on the heat
ransfer. Fuchs and Stephan �10� extended the model to calculate
he entire bubble cycle including bubble contraction, displace-
ent, and rise in the liquid. The local heat fluxes between heater

nd bubble �microregion�, between heater and fluid, and between
uid and vapor bubble were computed for the entire bubble cycle.
t was discovered that about 30–40% of the latent heat is flowing
hrough this tiny region near the contact line. Kern and Stephan
11� developed a model also based on the model of Stephan and
ammer �9� and included the mass transfer of binary mixture

vaporation. Kern analyzed the effect of Marangoni convection,
ariation in the fluid properties, and differences in the saturation
emperature. He showed that the Marangoni convection and the
ariation in the fluid properties in binary mixtures have only a
mall influence on the heat transfer rates. However, the increase in
he saturation temperature due to the concentration gradient at the
nterface has a strong influence on the nucleate boiling heat trans-
er of binary mixtures. The local heat flux through the microregion
s reduced by about 30% in the case of binary mixture evaporation
n contrast to pure fluids. The mass transfer is also lower, which is
hy the interface curvature and the contact angle are reduced.
For validation of these theoretical predictions, local temperature

bservations at the heater surface have been carried out by differ-
nt groups. Kenning et al. �12–14� used thermocromic liquid crys-
als �TLCs� to obtain a high spatial temperature resulution at the
ear side of a thin metallic foil heater. When bubbles grow in the
iquid, on top of the foil, a spreading cold spot could be visualized
y the TLCs. While the TLCs provide lateral resolution in the
ange of some microns, the temperature signal is always alleviated
ue to the thermal inertia of the TLC substance itself. Thus, the
ocal effects of contact line evaporation were blurred and the ob-
ervation was hindered. Shoji et al. �15� used silicon plates of
00 �m thickness with artificial nucleation sites. These mi-
robores had different shapes and varying diameter �5–100 �m�
nd cavity depths �20–80 �m�. The plate was heated by a Nd-
AG laser and the heater’s back side was recorded with an IR
amera. The lateral and temporal resolution was not high enough
o observe local effects. The bubble rate at the artificial nucleation
ites shows irregularities and fluctuations to some extent.
The problems of high bubble frequencies, and thus strong sig-

21008-2 / Vol. 131, DECEMBER 2009
nal attenuation, have been avoided in some experiments at the
author’s institute. Hoehmann and Stephan �16� observed a steady
state evaporating liquid meniscus on top of a very thin heating
foil. They used unencapsulated TLCs to visualize an obvious tem-
perature drop near the three-phase contact line, caused by strong
evaporation. The lateral resolution of his measurement technique
was 0.8 �m, and the temperature drop occurred in a region of
about 40 �m. In Ref. �17�, the contact line evaporation of a steady
state vapor bubble was observed during a parabolic flight experi-
ment, and this was also with unencapsulated TLCs. In almost zero
gravity, the bubble did not detach and the temperature profile
could develop at the 10 �m thick heating foil. Close to the contact
line, a temperature drop occurred with about 5 K amplitude. In
the center of the bubble, the temperature increased continuously,
the reason being that there is almost no heat flux into the wall,
except for electrical heat input. These results agree qualitatively
well with the theory of Wayner et al. �6�.

Current research is focused on the quantitative validation of
numerical results. In Ref. �18�, entire bubble cycles of water at
atmospheric pressure were observed ontop of a 6 �m titanium foil
heater. The back side was observed using an IR high-speed cam-
era with a 40 �m lateral extension and a 1000 Hz frame rate. The
temperature images have been used to compute the heat flux from
the heater into the bubble applying an energy balance for every
pixel element. Golobic et al. �18� showed high local heat fluxes
close to the contact line during the first milliseconds of bubble
growth. When the bubbles have reached their maximum foot di-
ameter, the local heat flux decreases significantly. In the center of
the bubbles, a certain heat flux was visible in all cases due to
unclarified reasons. Unfortunately, the authors did not discuss the
measurement errors, since these calculations are very sensitive to
unknown exact electric heat input. Very similar experiments were
also conducted at the authors’ institute �19,20�. An IR camera was
recording the rear side of a 50 �m thick heating foil, running at
1000 Hz, with 14.5 �m lateral extension. In these experiments,
the local heat flux at the contact line was clearly visible as a ring
shaped region with very high heat fluxes. During the change from
receding to advancing contact angle, the heat flux also decreases
significantly. However, in the center of the bubble, there was al-
most no heat flux at all times. Additionally, in Ref. �20�, the entire
bubble cycle was analyzed using the shadow method for the
bubble volume identification. The heat flux through the microre-
gion was then compared with the total latent heat of the bubble:
about 30% of the latent heat is flowing through this tiny contact
region. This fits quite well the calculations of Fuchs and Stephan
�10�.

To the authors’ knowledge, no one has tried to observe the
microscale effects of contact line evaporation when binary mix-
tures are evaporated instead of pure fluids. The numerical results
of Kern and Stephan �11� have not been validated yet. For that
reason, the measurement technique described above was used to
analyze the local heat transfer mechanism near the contact line for
a binary mixture of FC-84 and FC-3284. With global measure-
ments, the mixture effects were visualized first. Then, a detailed
analysis of the contact line heat flux was carried out using the
methods that have been tested previously for pure fluids.

2 Experimental Setup and Procedure
In contrast to several other boiling experiments, a new experi-

mental concept has been developed. Thus, it is possible to carry
out conventional boiling experiments to determine the global
HTC. Additionally local measurements at isolated single bubble
events can be analyzed.

2.1 Design of the Boiling Cell. The boiling device basically
consists of the boiling cell itself and a special electric foil heater at
the bottom.

In Fig. 1, a sketch of the boiling cell is shown. The cell has a

volume of about 80 ml and is made of brass. The complete cell is
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unked into an isothermal bath to guarantee stable thermal condi-
ions, even at low heat flux. The heater is mounted in the bottom
late of the cell, which consists basically of a copper platform.
he heating foil is fixed on top of this block and contacted with

wo electrodes. The heater has a separate cooling system to avoid
ucleate boiling at unwanted hot spots, especially at the elec-
rodes. The vapor bubbles are generated at the center of the heat-
ng foil. The temperature of the foil is recorded from the rear site
ith an IR sensor for global measurements or with a high-speed

R camera in the case of high-resolution local measurement. The
ubble shape is accessible through windows in the side walls. Two
hermocouples and one PT100 resistance thermometer �Tliq.1� give
nformation about the temperature in the boiling cell. Another
hermocouple is used to control the heater block temperature. The
ondenser and the fluid reservoir for volume compensation and
ressure adjustment are placed in a separate chamber not shown in
ig. 1. More details about the experimental setup are given in
efs. �19,20�.

2.2 Experimental Procedure. Fluorinert fluids such as
C-84 and FC-3284 have the affinity to dissolve huge amounts of
oncondensable gases like air. This will affect the nucleate boiling
erformance as reported in Refs. �21,22�. However, a degassing
rocedure must be conducted, which is not trivial when binary
ixtures are used. For pure fluids, the general approach is to boil

he fluid for some hours and exhaust the noncondensable gases at
he highest point above the condensator. Separation due to higher
ensity of the fluorinert vapor can be applied in this case. When
inary mixtures are boiled, it is not possible to exhaust a vapor/
as mixture out of the system. Since the vapor will always contain
higher concentration of the more volatile component, removing
apor will lead to a shift of the mole fraction. Thus, when binary
ixtures are used, the noncondensable gases must be removed

efore filling. During the boiling procedure, the system must be
losed. Here, the mixture was made by weighting out the compo-
ents under air contact. Then, a degassing procedure was applied,
hich is recommended in Ref. �23� for heat pipe fluids. Therefore,

he liquid mixture is filled into a round bottom flask, closed and
rozen with liquid nitrogen. When the fluid is completely frozen,
he vapor pressure tends toward zero and the flask can be evacu-
ted. When unfreezing, the dissolved gas will bubble out of the
iquid. It can be removed with the vacuum pump after refreezing
he liquid again. The gases will be removed after two to three
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Fig. 1 Design of the boiling cell with an electric foil heater
reezing cycles.

ournal of Heat Transfer
The boiling procedure was carried out as recommended in Ref.
�24� always with decreasing heat flux to avoid the known effect of
hysteresis when changing between nucleate boiling and natural
convection. The heat flux was always adjusted by controlling the
electric current. Thus, fluctuations caused by varying temperature,
and subsequently varying voltage drop of the connections and
cables, could be avoided.

2.3 Experimental Based Data Analysis. For the local mea-
surements, the rear site of the heating foil is captured with an IR
camera providing high-resolution temperature fields. From this,
the local heat flux distribution from the heater into the fluid q̇fluid
is estimated.

Therefore, a discretization algorithm like the one suggested by
Alifanov �25� is used. The heating foil is divided into the pixel
elements dVHF of the IR images as shown in Fig. 2. For each
pixel, an energy balance is applied using Fourier’s equation:

��c
�T

��
= �� �2T

�x2 +
�2T

�y2� + q̇el − q̇fluid �3�

Thus, the lateral heat conduction q̇cond is taken into account. For
the calculation, it was assumed that the back side of the heating
foil is adiabatic and that the temperature is constant within the
volume of the pixel elements dVHF.

The heat flux q̇el is calculated using only the electric current I,
to avoid errors due to unknown voltage drops at the electrode-
heater contact. Therefore, the resistance of the heating foil is cal-
culated using the specific electric resistance, which is a tempera-
ture dependent material constant. With this, the transient heat
storage in the foil material is included through the temperature
difference between two time steps:

�T

��
=

Ti+1 − Ti

��
�4�

The spatial derivation of second order on the right hand side �heat
conduction� was also approximated by discrete elements.

�2T

�x2 	
Tx+1 − 2Tx + Tx−1

��x�2 �5�

Due to the problem of all inverse heat conduction problems, the
signal noise of the camera signal will be attenuated and disturb the
data analysis. Therefore, a filter technique based on the discrete
cosine transformation �DCT� is used. The error made through the
noise could be strongly reduced. For more information, see also
Ref. �19�.

For computing the total microregion heat flux, a threshold of
4	104 W /m2 was applied to the q̇fluid values of all pixels. Only
values higher than the threshold were allocated to the microregion

evaporation. The total microregion heat flux Q̇mic is the sum of

Fig. 2 Energy balance of one single pixel element
these values.
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2.4 Estimation of the Measurement Errors. It should be
entioned that the presented data include measurement errors that

re partly non-negligible. For the determination of the �global�
eat transfer coefficient �, the heat flux and the temperature of the
eating foil, as well as the saturation temperature, must be known.

� =
qel

tw − tsat
�6�

enerally, two classes of measurement errors must be considered.
he first class is the absolute measurement error, which is depen-
ent on the system configuration. When measurements are com-
ared with data from other authors, these errors will cause a con-
inuous offset of the values. When different fluids or conditions
re observed in the same system, the absolute errors will cancel
ach other out. In this case, the second class of errors decides: The
tatistical measurement errors will lead to a variance between the
easurement points and the true values. It is recommended to

epeat the measurements several times for a reduction in this vari-
nce, which can be expressed by the standard derivation.

2.4.1 Heat Flux. The heat flux is the most important input
alue of the nucleate boiling system. Electrical power is converted
nto heat by Ohm’s law when electric current is flowing through
he resistance of the heating foil.

Q̇el = Pel = U · I �7�

owever, only the voltage drop U of the entire heating foil and
he current I are available for the measurement. The heat flux q̇el is
ot directly known. The heat that is produced in a certain area of
nterest is where the nucleate boiling process takes place. When
he heat flux q̇el is calculated in a global way by the ratio of the

otal heat flux Q̇el to the entire area of the heating foil, a non-
egligible error will occur. At the contact area between the elec-
rodes and the heating foil, additional contact resistances must be
aken into account, which are not known; about 30% of the elec-
ric power is converted into heat at these sites. For that reason, the
uthors decided to calculate the heat flux only with the electric
urrent I, which is the same in all cables and resistances of the
ircuit.

q̇el =
I2 · �20�1 + �20�tw − 20��

bf
2 · sf · 106 �8�

ere, the index f stands for the heating foil. For the following
alues, the maximum errors are estimated in a conservative way.
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Fig. 3 HTCs for FC-84, me
he electric current I is given by the power source in a quite

21008-4 / Vol. 131, DECEMBER 2009
accurate range of about 10 mA. The specific resistance of the
heating foil � f is taken from the literature, and for stainless steel
�X5 CrNi 18 9� the value is 0.73 
 mm2 /m at 20°C �26�. The
electric resistance is also a function of the temperature. It can be
assumed with �20=0.005 1 /K. For the heater temperature tw, an
error of about 0.5 K is assumed, which is estimated conserva-
tively on the basis of the error of the thermocouple itself
��0.1 K� and the applied calibration method of the IR camera.
The thickness sf of the heating foil is 20 �m with a tolerance of
1 �m. The width of the foil bf is 20 mm with a tolerance of
0.1 mm.

For the estimation of the total measurement error of the heat
flux, an error propagation recommended in Ref. �27� was used.

�q̇el =
�q̇el

�I
�I +

�q̇el

��
�� +

�q̇el

��20
��20 +

�q̇el

�Tw
�Tw +

�q̇el

�b
�b +

�q̇el

�s
�s

�9�

With the above mentioned data the heat flux was calculated for a
standard experiment with FC-84 at 500 mbars, tsat=62.5°C, tw
=82.5°C, and 12 A heating current. The calculated heat flux is

q̇el = 17250 � 1625 W/m2 �10�

The absolute measurement error for the heat flux is therefore

�q̇el

q̇el

= 0.188 �11�

This uncertainty of maximum �9.4% is a result of the maximum
errors of the wall temperature measurement and the further pa-
rameters included in Eq. �8�. The uncertainty decreases below this
value for higher heat fluxes, as shown in Fig. 3, where error bars
are included.

2.4.2 Temperature Measurements. The main temperature in
the boiling cell �Tliq.1� is measured with a Pt100 sensor. It was
calibrated with a reference sensor from the DKD,2 and its accu-
racy is about 0.1 K. All other temperature sensors are calibrated
with this sensor. The IR sensor has the highest error with about
0.5 K given from the manufacturer. The IR camera was calibrated
in situ with special calibration polynomials for every pixel ele-
ment. Thus, the error could be assumed with about 0.5 K, like the
IR sensor.

2

30000 40000 50000

lux [W/m
2
]

950mbar
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rements, and calculations
at f
DKD: German Calibration Service.
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2.4.3 Pressure. The system pressure is not directly involved in
q. �6�. However, the saturation temperature tsat is calculated from

he measurement of the system pressure. The accuracy is about
mbars, which leads to a temperature error of 0.25 K. The error

f the saturation temperature, which is calculated with a polyno-
ial, is about 0.2 K. Thus, the overall temperature error of the

aturation temperature is 0.45 K.

2.5 Standard Experiment. Before experiments with mixture
ffects will be compared, it is recommended to check the general
eliability of the boiling curves. Therefore, a standard experiment
as been defined, which is carried out with FC-84 at 500 mbars
nd 950 mbars.

In Fig. 3, the heat transfer coefficient � �HTC� is plotted versus
he heat flux for the fluid FC-84. The HTC was calculated with
q. �6�. Two measurements at 500 mbars and 950 mbars are plot-

ed. The curves of Cooper were calculated with the correlation
iven in Eq. �2�. Additionally, measurements from the VDI-
ärmeatlas �28� are taken, which were recorded at 1000 mbars.

he error bars at measured curves display the absolute measure-
ent error, which was calculated in Sec. 2.4.1. The standard de-

iation of the HTC is about 1% calculated from several runs at the
ame system parameters.

The differences between the measurements and calculations are
enerally larger at low heat fluxes. The reason for this differences
t low heat fluxes might have various reasons. One reason might
e that at low heat fluxes, when natural convection still dominates,
he test cell confinement might influence the overall heat transfer.
nother reason might be the uncertainty of Cooper’s correlation,
hich is not specified for our case. At 35 kW /m2, the correlation
f Cooper fits very well with the measured points. The gradient of
he curves also shows little differences between calculated and
easured data, but the spreading of the curves with different pres-

ure is qualitatively right. The measured points from the VDI-
ärmeatlas show good agreement at higher heat flux. Altogether

t can be concluded that the measured data are in an acceptable
ange compared with correlations and other measurements. Diver-
ences in the range of small heat fluxes might be a result of
ifferent boiling cell designs. In the experiments of this article, a
ery thin heater plate is used with a relative wide extension at the
ottom plate of the boiling cell. This could reduce the HTC of the
onvective flow in the cell.

Experimental Results
For the analysis of binary mixture experiments, the boiling and
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Fig. 4 Boiling and condensation cu
at 500 mbar and 950 mbar absolute
ondensation points of different mixture compositions must be

ournal of Heat Transfer
known. For that reason, the boiling and condensation curves have
been recorded for the mixture of FC-84/FC-3284.3

From Fig. 4, it is clear that the differences between the satura-
tion temperatures of the pure fluids are about 25 K at 950 mbars
and even 30 K at 500 mbars. The 0.5M mixture shows a tempera-
ture difference between the boiling and condensation curves of
about 7 K. These temperature differences should be sufficient to
investigate certain mixture effects.

3.1 Global Measurements. At first, global measurements
were conducted where the heat flux is plotted versus superheat of
the heater plate. Conventional boiling curves are used to compare
the characteristics of the pure fluids with the binary mixture.

In Fig. 5, boiling curves are plotted for all examined fluids at
500 mbar system pressure. The subcooling of the fluid is about
1.5–2 K in each experiment, and the curves were recorded with
successive decreasing heat flux. It is obvious that the runs with
binary mixtures show generally a higher wall superheat. The 0.5M
mixture shows the highest wall superheat, while the 0.25M and
0.75M mixtures work with medium superheat. The curves of the
pure fluids, FC-84 and FC-3284, show the lowest wall superheat
and are close together at one point. It is remarkable that all curves
show an anomaly at the change-over between nucleate boiling and
natural convection, which was only observed at low system pres-
sures. A possible explanation could be the following: With de-
creasing heat flux, the wall superheat increases again when the
majority of the nucleation sites extinguish. It seems that a mini-
mum heat flux is required for the nucleation site activity. In this
special case, the effect might be caused by the very small thick-
ness of the heating foil. The heat must be supplied locally with
relatively high rates because the heat transfer from adjacent re-
gions is not possible. In the following diagrams, the boiling curves
are transformed to analyze the HTCs.

The curves in Fig. 6 show the HTCs as a function of wall heat
flux. The characteristic is now more linear and the change-over
from nucleate boiling to natural convection seems to be undis-
turbed. It is noticeable that the curves of the pure fluids are very
close to each other, and the difference is actually indeterminable.
The curves of the binary mixtures all show reduced HTCs. The
0.5M mixture shows the lowest values, and the 0.25M and 0.75M
mixtures show medium HTCs. The mixture effect is clearly vis-
ible, and it is reproduciable at higher pressure �see Fig. 7�. At

3The data were recorded within the scope of a cooperative DFG boiling project at
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50 mbars, the effect is even more pronounced. While the pure
uid shows linear behavior, the mixtures show curved progres-
ion. This is an indication for the closeness to the critical point
here film boiling starts. From the curves in Figs. 6 and 7, the
TC values could be determined at 40,000 kW.
In Fig. 8, the HTCs are plotted for 500 mbars and 950 mbars as
function of the mole fraction x �of the more volatile component
C-3284�. The mixture effect is clearly observable; the HTCs of

he 0.25M, 0.5M, and 0.75M mixtures show an obvious difference
etween the ideal and the measured HTC. The correlation of
chlünder �3� seems to predict this effect quite well for two dif-
erent pressures. It is remarkable that the 0.25M mixture has a
igher HTC as predicted by the correlation of Schlünder �3�. This
articularity of flourinerts is also visible in the results presented
y Schlindwein et al. �4�, and it was found in other experiments at
he authors’ institute. As mentioned by Schlünder et al.�4�, the
ifference between the HTCs of varying pressure is less pro-
ounced for a binary mixture. This behavior is clear from the
easurement points, but the model does not reflect this. For the

resented data, the factor B0 was set to 1.0; for the mass transfer
oefficient �0 the value 3	10−4 m /s was used. Thus, the corre-
ation meets the measured data in a quite acceptable range.
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3.2 Local Measurements. In this row of experiments, iso-
lated bubbles were observed growing at one defined location.
Therefore, different experiments were performed to activate single
nucleation sites. As presented in previous reports, experiments
with artificial nucleation sites were performed. In the present ar-
ticle, a bore produced with a focused ion beam �FIB� with a di-
ameter of 10 �m and a depth of 15 �m was observed. This arti-
ficial nucleation site provided a reproducible bubble generation
site for adjusting the measurement equipment. On the other hand,
the bubble dynamics were not very regular. Often double bubbles
were created and vertical coalescence occurred. Thus, the tem-
perature and heat flux interpretation was possible but not in a
good-looking way. Much better characteristics in a quite present-
able style were obtained by the use of a coincidentally activated
nucleation site on top of a plain stainless steel surface. After in-
tense boiling with high current, the heat flux was successively
reduced until this nucleation site was the only one active. It shows
very high reproducibility, and after refilling the boiling cell, it was
possible to activate the exact same nucleation site again with a
different fluid. Therefore, the presented results in the following
are produced with this natural nucleation site.
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For the local measurements, the IR sensor was replaced with an
R high-speed camera, which runs at 978 Hz. The spatial reso-
ution was 14.5 �m.

It was possible to analyze the progression of the temperature
eld underneath growing and departing vapor bubbles. In Figs.
–16, the bubble development is plotted for the pure fluid FC-
284, boiling at one single nucleation site at 500 mbars, as a
epresentative example. The heat flux was 12,900 W /m2. The first
icture shows the bubble shape, visible from the shadow pictures.
he second picture shows the temperature distribution, which was

ecorded with the IR camera. The third picture presents the tem-
erature line profile along the line, which is visible in the tem-
erature picture on the left. The line was placed in a way that the
enter of the line lies at the center of the bubble foot. Thus, almost
ymmetrical temperature profiles could be displayed. The fourth
icture shows the heat flux picture calculated as described in Sec.
.3. The time step between two figures is about 2�1.956� ms.
It has to be mentioned that the heat flux pictures are actually not

xactly concurrent with the temperature fields. The temperature
ifference between two time steps is calculated by using the sub-
equent temperature picture. Thus, the heat flux pictures are a
ittle bit in the future of the temperature pictures. However, the
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heat flux pictures obviously display where the bubble foot is lo-
cated: A ring of very high heat flux is clearly visible close to the
contact line at the bubble foot. This was predicted from numerical
simulations �11,9�. During the first milliseconds, the bubble grows
very fast, and very high heat flux rates around 250 kW /m2 occur.
At 62 ms, the bubble has reached its maximum foot diameter of
about 2 mm, noticeable at the edges in the temperature line pro-
file. The maximum heat flux at the contact line is only about
80 kW /m2 at this moment. With decreasing bubble foot diameter,
the contact-line heat flux increases again up to 170 kW /m2 just
before the bubble detachment. Another thing is remarkable: Dur-
ing the backward sliding contact line, the inner region of the
bubble heats up �Figs. 13–16� until it has reached 54°C just be-
fore detachment. This effect might be caused by a neglectable heat
flux q̇fluid from the foil into the fluid. Since there is still the same
heat input q̇el, the thin heating foil heats up very quick. The ob-
served effect is a possible evidence of the numerical predictions
that the heat flux is almost zero inside the bubble. The heat flux
pictures also show insignificant heat flux within the inner region.

These effects have been reported before in Refs. �19,20�. How-
ever, the current questions are as follows: Is there an influence on
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Fig. 11 Bubble shape, IR temperature field „°C…, temperature line profile, and heat flux distribution „W/m2
… at �=60 ms
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he contact-line heat flux when binary mixtures are boiled instead
f pure fluids? Is it possible to show a reduction in the contact-line
eat flux of about 30%, which was calculated by Kern and
tephan �11�? Is the measurement accuracy high enough to dis-
lay heat flux changes in the submicron range?
To find an answer to these questions, a single bubble experi-
ent was conducted where the pure fluids FC-84 and FC-3284
ere compared with a 0.5M mixture in the same experimental

etup. It succeeded in activating the same nucleation site after
hanging the working fluid. Thus, all camera adjustments and cali-
ration data could be used for the entire test series. However, the
ucleation site activity always shows little instabilities and fluctu-
ting behavior.

In Fig. 17, the bubble departure diameters, bubble frequency,
nd wall superheat of the three fluids are displayed as a function
f the wall heat flux. As reported in a previous publication �19�,
he bubble diameter is predominantly influenced by the system
ressure and not by the heat flux. Here, the diameters are in the
ange of about 2 mm �except one run with FC-3284, which shows
artially an increase in the bubble diameters; huge bubbles with
iameters up to 3.4 mm occur exceptionally in this case�. FC-84
nd the 0.5M mixture show almost constant diameters. Thus, the
ffect of reduced bubble diameters of binary mixtures, which was
resented in Ref. �29�, is not obvious in this case.
The bubble frequencies are also displayed as a function of the
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Fig. 15 Bubble shape, IR temperature field „°C…, temperat
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Fig. 16 Bubble shape, IR temperature field „°C…, temperat
all heat flux. Here, the correlation is obvious: With increasing
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heat flux, the bubble generation rate increases almost linear with a
steep gradient. For the mixture, generally higher heat flux rates
must be adjusted to generate single bubbles at the nucleation site.
Since the bubble sizes were comparable with the pure fluids,
higher frequencies level off to guarantee the heat removal from
the wall.

In the bottom diagram of Fig. 17, the local wall superheats are
shown as a function of temperature. Therefore, the temperature
fields of Figs. 9–16 were used. The temperature fields were locally
averaged over a region that was individually adjusted to the maxi-
mum bubble foot diameter. For the plots in Fig. 17, the tempera-
ture values were additionally averaged over a time sequence of
200 ms. Thus, the data represent the local medium wall superheats
of the single bubble events. It is obvious that the binary mixture
shows much higher wall superheat than the pure fluids. In combi-
nation with the effects of the bubble departure diameter and the
bubble frequency, some interpretation of mixture effects is al-
lowed: With the binary mixture, generally higher heat flux rates
are necessary to obtain the activation of single bubbles at the
nucleation site. This comes along with higher wall superheat and
higher bubble frequency. The bubble departure diameter remains
in a similar range as during pure fluid experiments. Thus, for the
generation of a bubble with a special volume, the binary mixture
requires a higher temperature gradient than the pure fluids. The
heat transfer resistance, and therefore the work to produce a
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bubble, is obviously higher for the mixture.
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For the detailed analysis and comparison, three measurements
ave been chosen with similar bubble diameters and heat flux
ates. The elected experiments are labeled with circles of the cor-
esponding graey scale.

In Fig. 18, single bubble cycles are displayed for FC-84 �top�,
C-3284 �middle�, and the 0.5M mixture �bottom�. For better
learness, the timeline is shifted and the onset of bubble growth is
et at 1 ms for each experiment. The development of the bubble
olume is analyzed with a polynominal �Vbub,poly� that was fitted
hrough the measurement points �Vbub,meas�. The total evaporation

eat flux into the bubble Q̇B is also displayed and the heat flux

hrough the contact region �microregion� Q̇mic. A similar way of
he measurement analysis has been presented in Ref. �20�. There-
ore, the bubble volume was determined by image processing of
he bubble shape pictures. From the volume difference �VB be-

ween two time steps, the evaporation heat flux Q̇B was calculated
sing the density of the vapor �v and the latent heat �hv. The

icroregion heat flux Q̇mic is calculated from the heat flux pic-
ures in Figs. 9–16. With a threshold of 4	104 W /m2, only the
alues of the visible ring were taken into account and summed up
or every picture. The ratio of the microregion heat flux to the

vaporation heat flux Q̇mic / Q̇B is additionally displayed.
The development of a bubble growing on the heating foil can

e divided into three periods. During the first milliseconds, very
ast explosionlike bubble growth is observable. The highest heat
ux rates and the steepest increase in the bubble volume occur in

his moment. For pure fluids in this experiment �FC-84 and FC-
284�, about 30% of the total evaporation heat was flowing
hrough the microregion during this first event of bubble growth;
or the mixture �FC-84/FC-3284, x=0.5�, the ratio was less than
0%. In the second period, the bubble foot diameter reached its

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

0 5,000 10,000 15,000 20,000

Heat flux [W/m
2
]

D
e

p
a

rt
u

re
d

ia
m

e
te

r
[m

m
]

FC-84

FC-3284

FC-Mix05

(a)

15

17

19

21

23

25

27

0 5,000 10,000 15,000 20,000

Heat flux [W/m
2
]

t w
-t

s
a
t
[K

]

FC-84

FC-3284

FC-Mix05

(c)

Fig. 17 Measurement results of single bubble test series w
Top: bubble departure diameter; center: bubble frequency;
aximum extension and the constriction began. The dynamic con-
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tact angle changed from “receding” �expansion� to “advancing”
�contraction�. Here, a minimum in the microregion heat flux oc-
curred, and the curve of the bubble volume turned into a more flat
slope. Only less than 10% of the heat was flowing through the
microregion for the observed pure fluids �FC-84 and FC-3284�; in
terms of the binary mixture �FC-84/FC-3284, x=0.5�, the ratio
approached 0%. The reason for the reduced microregion heat flux
is not yet fully understood because the bubble contraction at the
bubble food is a very complex process. It was observed that the
velocity of the contact-line movement has an influence on the
microregion heat flux. Thus during very low contact-line velocity,
the lowest microregion heat flux occurs. The last period was char-
acterized through the bubble detachment with advancing contact
angle. The microregion heat flux had a second maximum, while
the over all heat flux decreased continuously. Thus, the ratio of the
microregion heat flux reached high values between 40% and 60%
for the observed pure fluids. For the mixture in this experiment,
the microregion ratio was obviously reduced and reached not
more than 35%. This can be explained by the theory of the mix-
ture effect: As a result of very high heat fluxes close to the contact
line, the adjacent region changed its mixture concentration very
quick. A higher concentration of FC-84 increased the local satu-
ration temperature, and this increased the heat transfer resistance.
More heat had to flow through other regions, and the ratio of the
microregion heat flux was obviously reduced. The reduction in the
microregion heat flux agreed quite well with the numerical results
of Kern and Stephan �11�.

4 Summary and Conclusion
A test section was built where nucleate boiling can be per-

formed on top of a metallic foil heater with a thickness of 20 �m.
The temperature of the heater was recorded from the rear side by
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IR thermography. Global measurements were conducted using an
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R sensor for receiving the mean heater temperature. The fluids
C-84, FC-3284, and binary mixtures with mole fractions of x
0.25, 0.5, and 0.75 were observed at 500 mbar and 950 mbar
bsolute pressures. Local measurements were conducted with only
ne active nucleation site generating isolated bubbles. The heater
emperature was recorded with a high-speed IR camera providing
igh temporal and spatial resolutions. The local distribution of
eat flux from the heater into the fluid, especially through the
icroregion at the contact line, could be computed from the IR

emperature fields. From that, the heat transferred through this
egion could be analyzed for the pure fluids and for one mixture
ith a mole fraction of x=0.5.
In Table 1, some important fluid properties are listed along with

he main results from the global measurements. The pure fluids
C-3284 and FC-84 are very similar and the properties vary in a
ange of only 10%. Thus, the influence of the fluid properties on
he heat transfer may not be significant. The more volatile fluid
C-3284 shows the highest latent heat and the highest heat trans-
er coefficients during the global measurements. However, this
ifference is also less than 10% and should fall in the range of the
easurement accuracy. For the binary mixture, instead of the satu-
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Fig. 18 Time progression of measured bubble volume „V
microregion heat flux „Q̇mic…, and ration of microregion
12,000 W/m2; center: FC-3284 at 12,900 W/m2; bottom: FC-m

able 1 Fluid properties at 500 mbars and summary of the glo-
al measurement results

FC-84 FC-3284 FC-mix

sat 62.5°C 32.2°C 45.5°C �bp�
hv 90.0 J /g 105.0 J /g 97.5 J /g �id�
20°C 12.0 mN /m 13.0 mN /m 12.5 mN /m �id�
TC40 kW/m2 1940 W /m2 K 2100 W /m2 K 1650 W /m2 K
T40 kW/m2 21.1 K 19.8 K 24.5 K
ournal of Heat Transfer
ration temperature, the bubble point �bp� was experimentally de-
termined. The fluid properties of the mixture are the ideal �id�
properties. They are calculated from the pure fluid properties and
weighted by means of the mole fraction. During the experiments,
the mixture shows a HTC reduction of more than 20%, which was
reproducible in different experiments. The mixture effect is obvi-
ous and is confirmed by the correlation of Schlünder.�3�.

In Table 2, an overview is given about the main experimental
results of the local measurements. From a test series where more
than 100 single bubbles were analyzed, three representative
bubbles were chosen that have a similar bubble departure diam-
eter. The heat flux and the bubble frequency of the elected bubbles
were also in a typical range �compare Fig. 17�. For these bubbles,
the progression of the bubble volume Vbub, the total evaporation

heat flux Q̇bub, and the microregion heat flux Q̇mic are plotted in a
similar way as presented by Fuchs et al. �10�. The curves given by
Fuchs et al. �10� show little deviant behavior compared to the

measurement results. Q̇mic, for example, increases continuously
and has a maximum just before departure. This development is
caused by an almost constant dynamic contact angle and spherical
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Table 2 Summary of the local measurement results at
500 mbars

FC-84 FC-3284 FC-mix

q̇el 12,000 W /m2 12,900 W /m2 14,400 W /m2

�Tlocal,m 22.3 K 23.0 K 26.7 K
dB 2.29 mm 2.25 mm 2.21 mm
fB 13.4 Hz 16.2 Hz 21.0 K

Q̇mic,m / Q̇B
30.0% 28.1% 13.2%
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ubbles until departure. The free surface behavior of the bubble
onstriction is not implemented in the model. The averaged ratio

f the microregion heat flux Q̇mic / Q̇B shows good agreement be-
ween measurement and computation.

The binary mixture shows an obviously reduced microregion
eat flux in all periods. Thus, to form a bubble with a given size
comparable to the pure fluids�, more heat has to flow through the
hase interface between liquid and vapor. Because of a local con-
entration gradient of the more volatile component in this direc-
ion, the heat transfer resistance is increased. Therefore, higher
all superheat is required to force the heat flux. Higher wall su-
erheat again requires a higher wall heat flux. This additional heat
ill be removed by an increase in the bubble frequency.
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omenclature
b  coefficient of Cooper

bf  width heating foil �m�
B0  coefficient of Schlünder
c  heat capacity �J/kg K�

dB  bubble diameter �m�
fB  bubble frequency �Hz�
I  electrical current �A�

M  molar mass �kg/mole�
p  system pressure �bar�

pc  critical pressure �bar�
pr  normalized pressure
q̇  heat flux �W /m2�

Q̇B  total heat flux in bubble �W�
q̇el  electrical heat flux �W /m2�
Q̇el  electrical power �W�

Q̇mic  microregion heat flux �W�
q̇fluid  heat flux wall fluid �W /m2�

Rp  surface roughness ��m�
sf  thickness of heating foil �m�
tw  wall temperature �°C�

tsat  saturation temperature �°C�
TS1  saturation temp. FC-3284 �°C�
TS2  saturation temp. FC-84 �°C�

U  voltage �V�
x  first extension heater �m�
y  second extension heater �m�

ỹ1  mole fraction vapor, FC-3284
ỹ2  mole fraction vapor, FC-84

reek Symbols
�  heat transfer coefficient HTC �W /m2 K�

�20  temperature coefficient �1 /K�
�id  ideal HTC �W /m2 K�
�0  mass transfer coefficient �m/s�
�  thickness �m�
�  difference

�hv  latent heat �J/kg K�
�T  wall superheat �K�

�  partial
�  thermal conductivity �W/m K�
21008-12 / Vol. 131, DECEMBER 2009
�  density �kg /m3�
�20  electric resistivity �
mm2 /m�

�l  liquid density �kg /m3�
�  surface tension �N/m�
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The Influence of Surface
Roughness on Nucleate Pool
Boiling Heat Transfer
The effect of surface roughness on pool boiling heat transfer is experimentally explored
over a wide range of roughness values in water and Fluorinert™ FC-77, two fluids with
different thermal properties and wetting characteristics. The test surfaces ranged from a
polished surface (Ra between 0.027 �m and 0.038 �m) to electrical discharge ma-
chined (EDM) surfaces with a roughness �Ra� ranging from 1.08 �m to 10.0 �m. Dif-
ferent trends were observed in the heat transfer coefficient with respect to the surface
roughness between the two fluids on the same set of surfaces. For FC-77, the heat
transfer coefficient was found to continually increase with increasing roughness. For
water, on the other hand, EDM surfaces of intermediate roughness displayed similar heat
transfer coefficients that were higher than for the polished surface, while the roughest
surface showed the highest heat transfer coefficients. The heat transfer coefficients were
more strongly influenced by surface roughness with FC-77 than with water. For FC-77,
the roughest surface produced 210% higher heat transfer coefficients than the polished
surface while for water, a more modest 100% enhancement was measured between the
same set of surfaces. Although the results highlight the inadequacy of characterizing
nucleate pool boiling data using Ra, the observed effect of roughness was correlated
using h�Ra

m as has been done in several prior studies. The experimental results were
compared with predictions from several widely used correlations in the literature.
�DOI: 10.1115/1.3220144�

Keywords: nucleate pool boiling, heat transfer, surface roughness
Introduction
Surface roughness has long been known to have a significant

mpact on the boiling process. In 1936, Jakob �1� reported that
oth surface roughness and the level of corrosion and oxidation of
he surface dramatically influence the boiling curve. At the time,
he bubble incipience process was not well understood. By the late
950s, one of the prevailing theories was that bubbles emanate
rom cavities containing entrapped vapor �2�. The experiments by
lark et al. �3� provided strong evidence for the theory that
ubbles do indeed emanate from cavities and other surface imper-
ections. The theoretical analysis by Bankoff �4� further substan-
iated the vapor entrapment theory by showing that only unwetted
avities can serve as nucleation sites, and that only cavities of a
ertain shape can serve as vapor traps �5�. The role of cavities was
urther elucidated by Griffith and Wallis �6�, who showed that the
avity radius determines the superheat required for bubble nucle-
tion in a uniformly superheated liquid, with larger cavities requir-
ng lower wall superheats. Hsu �7� extended this analysis to in-
lude the effects of the thermal boundary layer and showed that
nly a certain range of cavity sizes can serve as active nucleation
ites.

The realization of the importance of cavities spurred interest in
sing roughened surfaces as a means of increasing the number of
ucleation sites and size of cavities, thus enhancing boiling heat
ransfer. Several investigations into the effect of surface roughness
ere carried out in the 1950s and 1960s. Corty and Foust �8�

nvestigated a variety of copper and nickel surfaces prepared with
ifferent levels of polishing. They found that the surface rough-
ess not only affected the superheat required for incipience but
lso the slope of the boiling curve. Rougher surfaces resulted in

1Corresponding author.
Manuscript received April 15, 2008; final manuscript received May 6, 2009;
ublished online October 15, 2009. Review conducted by Yogesh Jaluria.

ournal of Heat Transfer Copyright © 20
lower superheats for a given heat flux, which was attributed to the
presence of larger unwetted cavities on the rougher surfaces.
Similar conclusions were reached by other researchers: Kurihara
and Myers �9�, who studied a variety of fluids boiling from copper
surfaces with differing levels of polish; Hsu and Schmidt �10�,
who studied the boiling of water from stainless steel surfaces; and
Marto and Rohsenow �11� who studied the boiling of sodium from
surfaces prepared using a variety of different techniques. Beren-
son �12� studied the boiling of n-pentane on surfaces of varying
roughness and found large variations in the heat transfer coeffi-
cient, of up to 600%, due to the differences in surface character-
istics.

The increased understanding of the role of surface condition
has also led to commercially available enhanced surfaces for im-
proved boiling performance. Many of these boiling enhancements
are designed to create re-entrant-type cavity structures which are
more difficult for the liquid to fully wet than simple cavity shapes
and, based on the analysis of Griffith and Wallis �6�, are believed
to serve as more stable nucleation sites. Therefore, these enhanced
surface geometries typically lead to better boiling performance
compared with roughened surfaces produced by conventional ma-
chining processes. A wide variety of industrial applications, how-
ever, still utilize surfaces produced using conventional machining
processes and these surfaces remain the focus of the present work.
Good reviews of enhanced boiling surfaces have been provided by
Webb �13,14�.

For surfaces produced using conventional manufacturing tech-
niques, several researchers have noted the inability of commonly
used surface roughness parameters, such as the rms roughness
�Rq� or average roughness �Ra�, to explain the variation in ob-
served nucleate boiling heat transfer characteristics. Berenson �12�
noted that the rms surface roughness itself was not the best indi-
cator of the resulting performance since lapped surfaces had much

higher heat transfer coefficients than rougher surfaces produced

DECEMBER 2009, Vol. 131 / 121009-109 by ASME
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ith emery paper. Bier et al. �15� reached a similar conclusion
fter studying the boiling of R11 and R115 from surfaces prepared
sing various techniques over a range of pressures. Chowdhury
nd Winterton �16� suggested that rougher surfaces would yield
igher nucleate pool boiling heat transfer coefficients if a consis-
ent method of surface preparation is used, but the results from
ther investigators have not shown such a trend. Vachon et al. �17�
nvestigated boiling from unidirectionally polished and chemically
tched surfaces of varying roughness in water. The results from
he polished surfaces indicated that roughening the surfaces only
mproved the boiling performance up to a certain point. The best
eat transfer performance was obtained with an 1 �m rms surface
oughness, and further roughening of the surface yielded no addi-
ional benefit. The results from the chemically etched surfaces
ere more varied and showed the inadequacy of using rms rough-
ess to characterize boiling surfaces.
Several researchers have also noted an apparent maximum heat

ransfer coefficient with respect to surface roughness as observed
y Vachon et al. �17�. Kravchenko and Ostruovskiy �18� studied
arious organic fluids and nitrogen boiling from stainless steel
ubes. Their results indicated that vertical tubes with a roughness
verage �Ra� greater than 0.58 �m do not experience any further
mprovement in the heat transfer coefficient. Grigoriev et al. �19�
tudied the boiling of helium for surfaces of varying roughness
nd also noted that once a surface was sufficiently rough, addi-
ional roughening yielded no benefit. Many other researchers,
owever, have not observed such an apparent maximum heat
ransfer coefficient, and this variety of results may simply indicate
he inadequacy of correlating nucleate boiling heat transfer data
sing surface roughness parameters.
Recognizing the deficiencies of characterizing boiling surfaces

ith surface roughness parameters, several researchers have at-
empted to characterize the surfaces in a more mechanistic fashion
y measuring cavity sizes and shapes using optical or electron
icroscopy �20–23�. Using an optical microscope, Wang and Dhir

23,24� characterized the cavity structures on polished copper sur-
aces and developed a wetting criterion for determining the active
avity size distribution. Their theoretical analysis agreed well with
xperimental results. However, such an approach is only tractable
n very smooth surfaces on which the number of cavities is rela-
ively small. Attempts to characterize stochastically rough sur-
aces have been met with marginal success. Qi et al. �25� and
uke �26,27� have developed methods for determining active cav-

ty size distributions from 3D profilometry data of boiling sur-
aces. However, the simplistic treatment of the surface structure
nd the wetting phenomenon used in the analyses has limited the
tility of such predictions.
While numerous investigators have reported on the inefficacy

f correlating nucleate boiling data using surface roughness pa-
ameters, some researchers have reported success in correlating
he general trend of increasing heat transfer coefficients with in-
reased roughness. Stephan �28�, in his investigation of boiling of
11 from copper surfaces of varying roughness, found that the

nfluence of surface roughness on the heat transfer coefficient at a
xed heat flux could be represented with h�Rp,old

0.133, where Rp,old is
he German “Glättungstiefe” defined by DIN 4762/1:1960. Da-
ilova and Bel’skii �29� found a somewhat different dependence
f h�Rz

0.2 when studying R12 and R113 boiling from tube sur-
aces prepared using various techniques. Both these studies
28,29� were conducted at low reduced pressure. Nishikawa et al.
30,31� extended the study of roughness to a wide range of re-
uced pressure and found that the effect of surface roughness on
he heat transfer coefficient diminishes as the pressure approaches
he critical pressure. They found that the relation h�Rp,old

0.2�1−Pr� best
epresented their experimental data.

A relationship of the form h�Rm does not adequately explain
any of the previously discussed anomalies when correlating

ucleate pool boiling data using surface roughness parameters.

onetheless, it does provide a simple framework for incorporating

21009-2 / Vol. 131, DECEMBER 2009
the influence of surface roughness into nucleate pool boiling cor-
relations; and indeed several correlations have accounted for the
surface roughness effect using such relationships, including the
popular Cooper �32,33� and Gorenflo �34� correlations.

Due to the importance of accurately accounting for the influ-
ence of surface roughness when correlating nucleate boiling data,
and given the wide variety of conclusions that have been reached
in previous investigations, further research is warranted. The goal
of the present work is to provide additional insights into the role
of surface roughness on nucleate pool boiling with an experimen-
tal exploration using two fluids with widely differing thermal
properties and wetting characteristics: water and FC-77, a perflu-
orinated dielectric fluid. Widely used nucleate pool boiling corre-
lations are evaluated against the experimental results. In particu-
lar, the capability of the correlations to account for the effect of
surface roughness is of prime interest in this study.

2 Experimental Setup

2.1 Test Facility. The pool boiling test facility is shown in
Fig. 1�a�. The 25.4�25.4 mm2 test surface is prepared on top of
an aluminum test block. Heat is supplied through 12 cartridge
heaters embedded in the test block. The arrangement of the car-
tridge heaters is shown in Fig. 1�b�. Numerical simulations were
performed to ensure that the cartridge heaters supplied heat uni-
formly to the test surface. Six thermocouple taps were drilled into
the test block at two different vertical and three horizontal loca-
tions as shown in Fig. 1. Surface temperature measurements were
determined by extrapolating the thermocouple readings. Type-T,
0.8 mm diameter sheathed thermocouples were used. All thermo-
couples were referenced to 0°C using a dry-block ice point ref-
erence chamber and the thermocouples were calibrated using a
dry-block thermocouple calibration unit. The estimated uncer-
tainty in the thermocouple measurements is 0.3°C, while the es-
timated uncertainty in the extrapolated surface temperature ranges
from 0.3°C at low heat fluxes to 0.6°C at higher heat fluxes.

A high temperature thermoplastic, PEEK, was chosen as an
insulation material due to its combination of low thermal conduc-

Fig. 1 „a… Schematic of pool boiling facility and „b… top view of
test block showing the locations of thermocouples and car-
tridge heaters
tivity ��0.28 W /m K�, high temperature resistance �up to

Transactions of the ASME
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50°C�, and good machinability. A ceramic �alumina silicate�
heath served as the insulation material around the hottest portion
f the test block. The liquid pool was enclosed by clear polycar-
onate walls to allow for direct observation of the boiling process.

thermocouple located in the pool �see Fig. 1�a�� was used to
easure the liquid pool temperature. Cartridge heaters installed

nside the pool provided additional heat to maintain the liquid at
he saturation temperature. Vapor generated from the boiling pro-
ess flowed into a Graham-type condenser. The vapor inside the
ondenser was cooled and condensed using water from a chiller,
ith the condensate draining back into the pool, and the outlet
pen to the atmosphere in order to maintain atmospheric pressure
nside the pool. Since, under high vapor loads, the condenser can
ecome clogged with liquid, a pressure transducer monitors the
ool pressure to ensure that it is indeed at atmospheric pressure
hroughout the experiments.

Establishing an effective seal between the test piece and the
nsulation proved to be difficult. Any gap or crack in this interface
an result in unwanted nucleation sites. A solution to this problem
as devised using an epoxy sealing technique. A very slight

hamfer in the insulation block around the test surface formed a
roove which provided space for a bead of sealant �as shown in
he inset of Fig. 1�a��. A small bead of silicone RTV sealant was
rst applied to the bottom of the groove. A low-viscosity, slow-
ure epoxy filled the remaining portion of the groove. The RTV
revents the epoxy from wicking down the clearance gap between
he test piece and insulation, thus allowing for easier removal of
he test piece. Although undesirable nucleation sites were still
ccasionally detected with this technique, repeated testing indi-
ated that these occasional unwanted nucleation sites have little
ffect on the results obtained.

The surface heat flux was determined by correcting the electri-
al power input by the amount of estimated heat loss. Although
he axial pairs of thermocouples in the aluminum block could be
sed to measure the surface heat flux directly, this results in un-
cceptable errors in the measurement due to tolerances in the
lacement of the thermocouples and the thermocouple measure-
ent uncertainties. Therefore, a 3D numerical simulation was per-

ormed to estimate the heat losses. The PEEK and ceramic insu-
ation as well as the test block were included in the model and
oundary conditions representative of the experimental test con-
itions were applied �uniform boiler surface temperature, uniform
eat generation region for the cartridge heaters, and natural con-
ection boundary conditions for the exterior surfaces�. The nu-
erically estimated heat losses were in reasonable agreement with

he heat losses estimated based on thermocouple readings when
onsidering the errors associated with this estimate. The heat
osses were found to be less than 15% of the electrical power
nput for moderate to high heat fluxes �q�120 kW /m2�.

2.2 Test Surfaces. A total of six test pieces of varying surface
oughness were fabricated. Separate test pieces were manufac-
ured with a polished surface for use in the water and FC-77
xperiments. In both cases, the polishing was achieved using suc-
essively finer grits of sandpaper. The other test pieces were
anufactured with surfaces roughened to varying degrees. The

urfaces were first fly-cut and then roughened using ram-type
lectrical discharge machining �EDM�. In the EDM process, the
achine parameters can be controlled to produce surfaces with

ifferent roughness. Enough surface material was removed with
DM so that the final roughness was solely due to the EDM
rocess rather than the original machining operation.
The surface roughness of the test surfaces was measured with

ither a probe-type surface profilometer or an optical profilometer.
everal scans were performed in different locations on each sur-
ace. The roughness average �Ra�, RMS roughness �Rq�, maxi-
um profile peak height �Rp�, and five-point average maximum
eight �Rz� were evaluated according to ASME B46.1-1995 stan-

ards and are reported in Table 1. No single roughness parameter

ournal of Heat Transfer
has been shown to be superior for characterizing boiling surfaces
and several surface parameters are being reported simply to allow
an easier comparison to previous studies. However, it should be
noted that the definition of some of these surface parameters has
changed over time. For example, Rp currently has congruent defi-
nitions in the ASME, ISO, and DIN standards, although the cur-
rent definition differs from Rp,old in DIN 4762/1:1960, which has
been used by Stephan �28� among many other researchers. For the
remainder of this paper, the roughness average �Ra� will be used
to identify the different surfaces under study.

The surface topography of four of the surfaces, as measured
with the optical profilometer, is shown in Fig. 2. The polished
surface �Fig. 2�a�� is seen to be quite smooth with a few small
cavities distributed across the surface. EDM tends to form an
irregular pattern of cavities on the surface �Figs. 2�b�–2�d��. The
cavities are larger and more numerous on the EDM surfaces com-
pared with the polished surface. The EDM surfaces with larger
roughness form larger cavities than those with smaller RMS
roughness.

2.3 Experimental Procedure. Deionized water and FC-77
were used as the test fluids; relevant thermophysical properties of
the FC-77 are as follows: Tsat�100.3°C, �=1592 kg /m3, �
=4.42�104 kg /m s, kl=0.057 W /m K, hfg=89 kJ /kg, cp,l
=1.170 kJ /kg K, and �=0.0057 N /m �35,36�. The liquid was
degassed by boiling for approximately 2 h prior to each experi-
ment, either using the immersed cartridge heaters in the pool �for
the FC-77 experiments� or in an external degassing reservoir �for
the water experiments�. During the experiments, heat losses from
the pool required additional heat to be supplied through the im-
mersed cartridge heaters to maintain the liquid at the saturation
temperature. To mitigate undesirable convective currents induced
by the immersed heaters, the power setting for the cartridge heat-
ers was maintained as low as possible while maintaining the pool
to within 0.5°C of the saturation temperature. At high heat fluxes,
the pool cartridge heaters were turned off as the test piece pro-
vided enough heat by itself to maintain the desired pool
temperature.

The thermocouple readings were recorded with a data acquisi-
tion system. All reported values of the surface temperature repre-
sent the average over an interval of at least 1 min, after the surface
temperature had reached equilibrium. Experiments were con-
ducted both in order of increasing and decreasing heat flux to
check for boiling hysteresis. The boiling process was observed
through the front polycarbonate wall using a high-speed camera
system with a macro lens. Illumination was provided by two fiber-
optic illuminators and a halogen light source in the water experi-
ments. A green laser light sheet served as the illumination source
for the FC-77 experiments as this light source provided higher
intensity and more uniform illumination that was necessary to
resolve the smaller and more numerous vapor bubbles observed in
the FC-77 experiments compared with the experiments in water.
Images were recorded at frame rates between 8000 and 12,000

Table 1 Surface roughness measurements

Surface preparation

Surface roughness parameters

Ra
��m�

Rq
��m�

Rp
��m�

Rz
��m�

Polished �water� 0.038 0.062 0.81 0.58
Polished �FC-77� 0.027 0.039 0.18 0.35
EDM 1.08 1.37 6.09 8.24

2.22 2.81 12.0 16.7
5.89 7.37 24.5 37.1

10.0 12.5 32.4 56.5
fps.
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Experimental Results
The boiling curves for water are shown in Fig. 3. The results

re shown for data obtained in order of increasing heat flux �i.e.,
raversing “up” the boiling curve�. As seen in Fig. 3�a�, the rough-
st EDM surface �10.0 �m� resulted in the lowest superheat at a
iven heat flux while the polished test piece �0.038 �m� was
ssociated with the highest superheat. The other EDM test sur-
aces of intermediate roughness �1.08 �m, 2.22 �m, and
.89 �m� performed similarly, resulting in lower superheats than
he polished test piece but higher superheats than the roughest
DM surface. The 5.89 �m surface had slightly higher super-
eats than the 1.08 �m and 2.22 �m surfaces at lower heat
uxes but the results show negligible difference in superheat at
igher heat fluxes. Boiling incipience occurred at a superheat of
pproximately 5°C for the roughest EDM surface �10.0 �m�,
°C for the other EDM surfaces �1.08 �m, 2.22 �m, and
.89 �m�, and 11°C for the polished surface. This may be attrib-
ted to the rougher surfaces having larger active cavity sizes,
hich result in lower wall superheats at incipience. The heat

ransfer coefficients show a similar trend �Fig. 3�b��. The roughest

Fig. 2 Surface topography of test surfaces over
profilometer: „a… 0.038 �m polished surface, „b…
and „d… 5.89 �m EDM surface
Fig. 3 Boiling curves for water: „a… heat flux versus wall su

21009-4 / Vol. 131, DECEMBER 2009
EDM surface achieved the highest heat transfer coefficient for a
given heat flux while the polished test piece resulted in the lowest.
The 1.08 �m, 2.22 �m, and 5.89 �m surfaces showed approxi-
mately a 60% improvement in the heat transfer coefficient over
the polished surface at a given heat flux, while the 10.0 �m EDM
surface provided approximately a 100% improvement.

As discussed earlier, several researchers have concluded that
once a surface is sufficiently rough, there is no benefit to addi-
tional roughening �17–19�. If the 10.0 �m surface is excluded,
the current study would support this conclusion as there is no
additional enhancement beyond Ra=1.08 �m. It is possible that if
the roughness were increased significantly in the past studies, a
trend similar to the findings in the current study may have held
true. However, it is currently unclear why the 10.0 �m surface
performs markedly better than the other EDM surfaces �in re-
peated tests�, and it is difficult to conclusively address this issue.
The roughest EDM surface had a lower incipience superheat and
higher heat transfer coefficients than the other EDM surfaces. The
surface area in contact with the fluid for the 10.0 �m EDM sur-
face, estimated from the optical profilometer data, was only ap-

area of 400Ã300 �m2 as measured by an optical
8 �m EDM surface, „c… 2.22 �m EDM surface,
an
1.0
perheat and „b… heat transfer coefficient versus heat flux
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roximately 1% greater than for the 5.89 �m surface. Therefore,
surface area enhancement does not explain the higher heat trans-

er coefficients observed. It appears that the 10.0 �m EDM sur-
ace has larger active cavities and a higher active cavity density
han the other EDM surfaces. These results, as other researchers
ave concluded, highlight the inadequacy in using standard sur-
ace roughness parameters to characterize boiling surfaces.

The boiling curves for FC-77 are shown in Fig. 4. The results
re shown for data obtained in order of decreasing heat flux �i.e.,
raversing “down” the boiling curve�. Hysteresis effects �i.e., com-
arison of data obtained while traversing “up” the boiling curve
ersus “down” the curve� are discussed later in this section. Un-
ike the results in water, a trend of continuously increasing heat
ransfer coefficients with respect to surface roughness, for a given
eat flux, is observed in the FC-77 experiments. There also ap-
ears to be a larger dependence of heat transfer coefficient on
urface roughness for FC-77 than for water. The improvements in
eat transfer coefficient range from 150% for the 1.08 �m sur-
ace to 210% for the 10.0 �m surface above the values obtained
or the polished surface, at a fixed heat flux. The differences in the
bserved trends in the heat transfer coefficient between water and
C-77 may be attributed to the differences in wetting behavior of

he two fluids as well as the cavity size distribution presented by
he surfaces. Since FC-77 is more highly wetting than water,
maller cavities are preferred for nucleation. For instance, it is
ossible that the 1.08 �m and 5.89 �m surfaces have a similar
umber of the larger cavities that cause nucleation in water, yet
he 5.89 �m surface may have a greater number of the smaller
avities that cause nucleation in FC-77. However, evaluation of
he surfaces for cavity size distribution is not straightforward even
hen detailed 3D surface profiles are available, and the reasons

or the observed differences between water and FC-77 need fur-
her study.

The value of critical heat flux, depicted with an � in Fig. 4, was
xperimentally determined for the polished, 1.08 �m, and
.22 �m surfaces in FC-77. It can be seen in Fig. 4�b� that the
oiling curves tend to flatten out as critical heat flux is ap-
roached, as is most apparent with the polished surface. The pol-
shed surface exhibited a critical heat flux of 137 kW /m2, while
igher and nearly identical values of critical heat flux of 189 and
88 kW /m2 were observed for the 1.08 �m and 2.22 �m EDM

Fig. 4 Boiling curves for FC-77: „a… heat flux versus wall
urfaces, respectively, showing an almost 40% improvement. Due

ournal of Heat Transfer
to the limit on the condenser capability with respect to maximum
vapor generation rates, the experiments were not run to critical
heat flux values with the two roughest surfaces for FC-77 and for
any of the surfaces in water.

Additional experiments were conducted to check for boiling
hysteresis �see Fig. 5�. For water �Fig. 5�a��, the roughest EDM
test piece showed no discernible hysteresis, with the results ob-
tained during increasing �q↑� and decreasing �q↓� heat flux being
nearly identical. However, some extent of hysteresis was observed
for the polished test piece in water. At the incipience heat flux
��15 kW /m2�, the wall superheat is approximately 10.8°C in
the direction of increasing heat flux �q↑�, while it was only 9.5°C
for decreasing heat flux �q↓�. The maximum disparity in the su-
perheat between the increasing and decreasing curves occurs at a
heat flux of 2.0 W /cm2, corresponding to a temperature over-
shoot of 2.3°C. Hysteresis has generally not been reported in the
literature for water at atmospheric pressure, although such effects
have been observed for water at subatmospheric pressures �37�.

Large hysteresis effects on smooth surfaces have been widely
reported for FC fluids �38–40� and highly wetting fluids in general
�8,41�. Accordingly, a large temperature overshoot of 16.8°C was
observed for the polished surface �see Fig. 5�b��. The EDM sur-
faces also exhibit noticeable hysteresis effects with FC-77. A
maximum temperature overshoot of 16.2°C was measured for the
1.08 �m EDM surface, which is comparable to the measured
overshoot for the polished surface, although much lower surface
temperatures are obtained with the EDM surface. The 10.0 �m
EDM surface had a much reduced, although still significant, tem-
perature overshoot of 5.6°C. It should also be noted that past
boiling history has been shown to have a strong influence on the
observed hysteresis �8,38,42�, although this has not been studied
in detail in the present work.

Photographs of the boiling process taken with the high-speed
camera system are shown in Fig. 6 for water and in Fig. 7 for
FC-77. At low heat fluxes close to the incipience heat flux
�50 kW /m2 for water and 20 kW /m2 for FC-77 as seen in Figs.
6 and 7, respectively�, significantly more active nucleation sites
can be observed in the roughened EDM surface relative to the
polished surface. Furthermore, the 5.89 �m EDM surface has a
smaller bubble departure diameter and a higher bubble emission

perheat and „b… heat transfer coefficient versus heat flux
frequency than the polished surface. The reasons for the differ-
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nces in bubble departure size for the different surfaces were ex-
lained by Hatton and Hall �43�. Hatton and Hall considered all of
he forces acting on a bubble during the growth process. For small
avity sizes, the bubble departure size is mainly determined by a
alance between the buoyancy and the dynamic inertial forces. As
he cavity size increases, the inertial forces decrease and the
ubble departure diameter decreases, which explains the de-
reased bubble diameters from the EDM surfaces. For large cavi-
ies, a balance between buoyancy and surface tension forces de-
ermines the departure size.

Fig. 5 Boiling curves showing the hysteresis effect for „a…
of increasing heat flux and q` indicates those in order of dec
was used experimentally than is indicated in „b…; only a fract

Fig. 6 Photographs of the boiling
and surface roughness. The physica

25 mm.

21009-6 / Vol. 131, DECEMBER 2009
At higher heat fluxes, the sizes of bubbles issuing from the
smooth surface are similar to those issuing from the roughened
surface due to a merging of bubbles from adjacent nucleation
sites. This is most clearly seen in Fig. 6 at a heat flux of
100 kW /m2 for water and in Fig. 7 at a heat flux of 80 kW /m2

for FC-77. As the heat flux is further increased, vapor slugs and
columns are formed, as can be observed in the last row of photo-
graphs in Fig. 6. For water at 210 kW /m2, it is still apparent that
the roughened surface has a greater number of active nucleation

er and „b… FC-77, where q_ indicates data obtained in order
sing heat flux. It is noted that a smaller heat flux increment
of the data are included to improve readability of the figure.

cess in water for varying heat flux
idth of each image is approximately
wat
rea
pro
l w
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ites than the polished surface. For FC-77 at 140 kW /m2, both
he polished and rough surfaces are close to being blanketed by
he vapor as the heat flux is approaching the critical value.

Some other interesting visual differences in the boiling behav-
or between water and FC-77 were also observed. For water,
ubbles first nucleated from a single site and as the heat flux was
ncrementally increased, additional nucleate sites became active,
ore or less randomly distributed across the test surface. For FC-

7, however, nucleation sites tended to spread from the initial
ubble-generating site as the heat flux was increased while the rest
f the surface remained free of active centers �although this is not
vident in Fig. 7 since only a small portion of the surface is
hown�. The boiling patch would continue to grow until the heat
ux was sufficient to activate sites across the entire surface. This
atchwise boiling phenomenon has been previously reported by
ther investigators such as Corty and Foust �8� and Bergles and
hyu �42�.

Discussion

4.1 Influence of Surface Roughness on the Boiling Curve.
t is well known that nucleate boiling heat transfer can be well
epresented by an exponential relationship given by h�qn, where

is a function of pressure and surface characteristics. As was
entioned earlier, several researchers have also noted that the

ependence of heat transfer coefficient on surface roughness �at a
xed heat flux� can be modeled by an exponential relation, h
Rm, where R is some measure of the surface roughness. Putting

hese two relationships together yields

h = CRmqn �1�

here C is a constant. As Eq. �1� indicates, surface roughness can
oth change the magnitude of the heat transfer coefficient and
hange the slope of its variation with heat flux since the exponent
is also dependent on roughness. In this section, the h�Rm rela-

ionship is first examined, followed by the influence of surface
oughness on the slope of the h versus q variation.

The effect on heat transfer coefficient of the surface roughness

Fig. 7 Photographs of the boiling
and surface roughness. The physica
7.3 mm.
t different heat fluxes is illustrated in Fig. 8. An exponential

ournal of Heat Transfer
curve represents the experimental results reasonably well, with
some deviation from the trend exhibited in Fig. 8�a� by the
5.89 �m surface in water. The roughness exponent m changes
only mildly with heat flux. For water, the roughness exponent is
0.09 at 50 kW /m2 and 100 kW /m2 and increases slightly to m
=0.11 at a heat flux of 300 kW /m2. With FC-77 �see Fig. 8�b��, a
greater dependence of surface roughness on the heat transfer co-
efficient is seen than with water, resulting in higher roughness
exponents ranging from m=0.21 at 20 kW /m2 to m=0.19 at
80 kW /m2. The EDM surfaces for FC-77 seem to be better rep-
resented by a different slope than the overall curve �the latter
includes the polished surface�. The roughness exponents for the
EDM surfaces alone range from m=0.15 at 20 kW /m2 to m
=0.09 at 80 kW /m2.

The results indicate that the surface roughness exponent is not a
constant across different fluid-surface combinations. Since it is
well known that the wettablity of the fluid has important conse-
quences on the nucleation behavior �23�, it is reasonable to hy-
pothesize that m is also a function of the contact angle. Although
contact angles were not measured in the current study, FC-77 is
highly wetting on most metal surfaces while water is moderately
wetting. Therefore, it may be proposed that highly wetting fluids
are well represented by a roughness exponent m=0.2 while for
moderately wetting fluids, m=0.1 is more appropriate. However,
it is noted that the difference in slopes between the overall curves
and the EDM-only curves for FC-77 and the anomalously low
value of the heat transfer coefficient for the 5.89 �m surface in
water cannot be reconciled if m is simply a function of contact
angle ���. This further illustrates the weakness in using Ra to
correlate the nucleate boiling data and highlights the deficiencies
in models of the form h�Rm. That said, although the model does
not account for all of the inconsistencies that numerous other au-
thors have observed when trying to correlate the effects of rough-
ness, it does serve as a useful basis for developing nucleate boil-
ing correlations, as will be further discussed later.

Table 2 provides a summary of findings in the literature regard-
ing the dependence of heat transfer coefficient on surface rough-

cess in FC-77 for varying heat flux
idth of each image is approximately
pro
l w
ness. Most of the studies were conducted using refrigerants with

DECEMBER 2009, Vol. 131 / 121009-7



t
i
r
w
e
t
t
a
A
r

A

S

D
B

N
e

F

R
J

C

1

he exception of Fedders �44� and the current study, where water
s considered. Moreover, most past studies were conducted at low
educed pressure and only in the study by Nishikawa et al. �30,31�
as a wide range of reduced pressures investigated. As stated

arlier, Nishikawa et al. found that m=0.2�1− Pr�, which reduces
o m�0.2 at low reduced pressures. This seems to agree well with
he findings of Danilova and Bel’skii �29� and Ribatski and Jab-
rdo �45�, but conflicts with the value proposed by Stephan �28�.
surface roughness exponent of m=0.2 also agrees with the cur-

ent results in FC-77. If the hypothesis that m= f��� holds, this is

Fig. 8 Dependence of heat transfer coefficient on surface r
a curve fit through all five experimental data points „one pol
represent a curve fit to only the four EDM surfaces „excludi

Table 2 Dependence of heat trans

uthor�s� Dependence Pressure
Heat flux
�W /m2�

tephan �28� h�Rp,old
0.133 Pr=0.023 5�104

anilova and
el’skii �29�

h�Rz
0.2 0.118� Pr�0.155 104 R

ishikawa
t al. �30,31�

h�Rp,old
0.2�1−Pr� 0.08� Pr�0.9 105 R-

edders �44�

h�Rp,old
0.133 0.012� Pr�0.089 5�104

h�Rp,old
0.12 Pr=0.012

106

h�Rp,old
0.10 Pr=0.089

ibatski and
abardo �45�

h�Ra
0.2 0.008� Pr�0.260 not specified R-

R-1

urrent work
h�Ra

0.1 Pr=0.0046 5�104 to 3�105

h�Ra
0.2 Pr=0.064 2�104 to 8�104
21009-8 / Vol. 131, DECEMBER 2009
not entirely surprising since most refrigerants are highly wetting
on metal surface. Of the results in water, Fedders �45� found m to
range from 0.10 to 0.133, which agrees reasonably well with the
present m values �0.09 to 0.11� for water. However, these m values
in water also agree with Stephan’s �28� m=0.133 in R11, which
does not support the claim that m is a function of �. Thus, more
experimental investigations are needed to clarify whether m
= f��� is an adequate generalization of the influence of surface
roughness.

hness for „a… water and „b… FC-77. The solid lines represent
ed surface and four EDM surfaces…. The dashed lines in „b…
the 0.027 �m polished surface….

coefficient on surface roughness

id�s�
Heater
type

Surface
material

Surface
preparation

Roughness
��m�

-11 horizontal
cylinder,

horizontal
plate

copper not specified 0.15�Rp,old�7.9

R-114 horizontal
cylinder

cooper,
steel

sandpaper,
sandblasted,
turning, etc.

0.3�Rz�58

R-113,
114

horizontal
plate

copper emery cloth 0.022�Rp,old�4.31

ter horizontal
cylinder stainless steel sandpaper,

sandblasted 0.18�Rp,old�3.6

R-123,
R-134a,
-22

horizontal
cylinder

copper, brass,
stainless steel

sandpaper,
sandblasted

0.02�Ra�3.3

ter
horizontal

plate aluminum sandpaper,
EDM

0.038�Ra�10.0

-77 0.027�Ra�10.0
oug
ish
ng
fer

Flu

R

-12,

12,
R-

wa

11,
2,
R

wa

FC
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From Table 2 it does not appear that heater type �horizontal
ylinder versus horizontal flat plate� has a discernible effect on the
urface roughness exponent. Stephan �28� studied both horizontal
ylinders and flat surfaces and found that a roughness exponent of
=0.133 was representative of both heater types. Few studies

ave investigated the effects of surface roughness on vertical cyl-
nders and flat plates. Although Chun and Kang’s �46� study of
urfaces over a small range of surface roughness �Rq between
.0151 �m and 0.0609 �m� found that vertical tubes are affected
y surface roughness to a greater extent than horizontal tubes,
here is no further confirmation in the literature of this trend, and
t is currently unclear that a modification in surface roughness
xponent m is needed to account for tube orientation.

The role of the surface material on the surface roughness expo-
ent is not conclusive. In Danilova and Bel’skii’s �29� study, both
opper and steel surfaces were used and no noticeable difference
n the trend of heat transfer coefficient with surface roughness was
oted for the two surface materials. While Ribatski and Jabardo
45� also studied a variety of surface materials, most of their work
n the effects of surface roughness dealt with copper surfaces.
ince the surface material and other surface characteristics �de-
ree of oxidation, coatings, etc.� influence the contact angle �, the
hoice of material may influence m if it is indeed a function of �.
owever, to the authors’ knowledge, this has not been experimen-

ally explored in detail.
The present results show that the heat flux exponent n changes
ith roughness since the exponent m in the relationship h�Rm

as found to change with heat flux. The relationship between n
nd Ra thus warrants a closer investigation. As shown in Fig. 9,
he exponent n is found to vary linearly with surface roughness
rom 0.80 for the polished to 0.87 for the roughest EDM surfaces
n water; the corresponding variation in n for FC-77 is from 0.83
o 0.71.

The findings from the present work may be compared with a
umber of studies in the literature. The data provided by Vachon
t al. �17,47,48� for water at atmospheric pressure suggest expo-
ents n in the relationship h�qn in the same range as the present
tudy. However, data by Vachon et al. for chemically etched sur-
aces exhibit higher exponents n than their data for the unidirec-
ional polished surfaces despite having similar surface roughness.

ig. 9 Dependence of heat flux exponent n in the relationship
Êqn on surface roughness
he experimental data for water by Kurihara and Myers �9,49�

ournal of Heat Transfer
show a much stronger dependence on surface roughness on the
slope of the boiling curve than observed in the current study. As
determined from the data provided in Ref. �49�, the exponent n
varies from 0.76 to 0.95 from the smoothest to the roughest sur-
face. Although Kurihara and Myers �9� did not state the surface
roughness, it was implied that the rms roughness was less than
1.2 �m. Based on these comparisons, it does not appear that n
can be adequately correlated with surface roughness. However for
the current results, the ability to predict the change in the expo-
nent n with roughness is of secondary importance since only small
changes in the slope were noted �n ranging from 0.80 to 0.87 for
Ra ranging from 0.038 �m to 10.0 �m, respectively, in water�.

4.2 Nucleate Boiling Correlations. The complex liquid-
vapor-surface phenomena involved in nucleate pool boiling heat
transfer has rendered the development of a predictive model dif-
ficult, as is evident from the large number of nucleate boiling
correlations that have been proposed over the past several decades
�see Table 3�. Many of these correlations have theoretical under-
pinnings, such as the correlation by Forster and Zuber �50�; how-
ever, their utility is limited by the failure to adequately account for
surface effects. One of the earliest correlations developed specifi-
cally to handle a wide variety of fluids and surfaces is the Rohse-
now �51� correlation, which uses empirical factors to account for
the surface-fluid combination. Constants for several surface-fluid
combinations have been provided by various authors �52,53�.
However, the usefulness of the Rohsenow correlation is also lim-
ited as it requires experimental data on the fluid-surface combina-
tion of interest as inputs.

Several correlations have been formulated in terms of nucle-
ation site densities to represent the influence of different surface
characteristics on heat transfer. These include the correlations by
Tien �54�, Leinhard �55�, and Mikic and Rohsenow �56�. How-
ever, since the nucleation site densities are generally not known a
priori, most of these correlations require empirical fits to deter-
mine these parameters and other associated constants. Although
these correlations are still of some theoretical significance, their
utility in many engineering environments is limited.

As noted earlier, several investigators have observed a h�Rm

dependence and correlations adopting a form similar to Eq. �1�
have been proposed. These include the correlations by Danilova
�57�, Nishikawa et al. �31�, Cooper �32,33�, Gorenflo �34�, Leiner
�58�, and Ribatski and Jabardo �45�. Most of these correlations
provide predictions of nucleate pool boiling heat transfer coeffi-
cients without the need for experimental data as inputs; thus, these
correlations have proven quite useful in many engineering appli-
cations. The Danilova, Nishikawa, and Ribatski and Jabardo cor-
relations were developed specifically for refrigerants; while the
Cooper, Gorenflo, and Leiner correlations were designed for a
broader range of fluids. Since it is highly desirable to have a
single correlation that provides accurate predictions for a wide
variety of fluid-surface combinations, further discussion in this
work is limited to the Cooper, Gorenflo, and Leiner correlations.
The suitability of each of these correlations for predicting the
nucleate pool boiling heat transfer coefficients from the present
work for two fluids �water and FC-77� with significantly different
wetting characteristics and thermal properties over a wide range
of surface roughness is assessed.

4.3 Cooper Correlation. Cooper �59� noticed that although
many correlations had different algebraic forms, they produced
similar numerical predictions and similar trends. He showed that
many of these correlations could be reformulated using reduced
properties, resulting in a simpler formulation without much loss in
accuracy �32,33�. The Cooper correlation �see Table 3� accounts
for the surface roughness effect using the relation developed by
Nishikawa et al. �30,31�. However, Cooper reformulated the
�8Rp,old�0.2�1−Pr� relationship suggested by Nishikawa et al. into
Pr

0.12−0.2 log10 Rp. Cooper �33� found that the reformulated expres-

sion matched the original expression by Nishikawa et al. within

DECEMBER 2009, Vol. 131 / 121009-9



3
�
t
1
w

w
1
F
t
a
fi

w

t
i
s
m
fi
h

A

F

R

T

L

M

D

N

C

G

L

R

1

% over the pressure �0.08� Pr�0.9� and surface roughness
0.22 �m�Rp,old�4.31 �m� ranges studied. It should be noted
hat Rp,old used in the Cooper correlation is defined by DIN 4762/
:1960. Gorenflo �34� suggested the conversion Ra�0.4Rp,old,
hich is adopted in this work.
A comparison between the experimental data from the present

ork and predictions from the Cooper correlation is shown in Fig.
0. The Cooper correlation predicts heat transfer coefficients for
C-77 with mean absolute errors �MAEs� ranging from 12.9% for
he roughest EDM surface to 33.4% for the polished surface with
n overall MAE of 24.1%. Here, the mean absolute error is de-
ned as

MAE =
1

N�
i=1

N
�hcorr,i − hexp,i�

hexp,i
�2�

here i represents an experimental data point at a given heat flux.
For water under the given experimental conditions, the predic-

ive capability of the Cooper correlation is poor, with MAEs rang-
ng from 44.4% to 324% for the polished and roughest EDM
urfaces, respectively. The poor predictions result from the refor-
ulation of the roughness relationship of Nishikawa et al. At a
xed heat flux, the Cooper correlation predicts 13.6 times higher

Table 3 Nucleate

uthor�s�

orster and Zuber �50�
q = Ckl P

ohsenow �51�

ien �54�

ienhard �55�

ikic and Rohsenow �56�

anilova �57�

ishikawa et al. �31�
h = �

ooper �32,33� h

orenflo �34� h

h0
=

F�Pr� = 1.73P

F�Pr� = 1.2Pr
0.27 +

einer �58� h

Pc

R/Tc

= 0

F��Pr� = 430

ibatski and Jabardo �45�
eat transfer coefficients on the roughest surface �10.0 �m� com-

21009-10 / Vol. 131, DECEMBER 2009
pared with the smoothest �0.038 �m�, while the original relation-
ship by Nishikawa et al. predicts a more modest increase by a
factor of 3. Cooper did not consider such a low reduced pressure
�Pr=0.0046� as was used in the present study when reformulating
the surface roughness relation of Nishikawa et al. At a reduced
pressure of Pr=0.064 corresponding to the FC-77 experiments,
Cooper’s reformulation matches the relation of Nishikawa et al.
within 20% over the surfaces studied. For this reason, the Cooper
correlation is not recommended for reduced pressures much below
Pr=0.08.

4.4 Gorenflo Correlation. The Gorenflo �34� correlation is
shown in Table 3. Following Stephan’s work �28�, Gorenflo ac-
counted for surface roughness using h�Ra

0.133. The Gorenflo cor-
relation requires knowledge of a reference heat transfer coeffi-
cient, h0, at a given reference heat flux, q0. For water, a reference
value of h0=5600 W /m2 K at q0=20,000 W /m2 was obtained
from the VDI Heat Atlas �34�. For fluids for which no suitable
experimental data are available, such as FC-77, Gorenflo recom-
mended using the Stephan and Preußer correlation �as cited in
Ref. �34��, although greater uncertainties can be expected in the
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Fig. 10 Comparison between experimental data and predic
FC-77

Fig. 11 Comparison between experimental data and predic

FC-77
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d0 = 0.0149�
 2�

g��l − �v�
�4�

Gorenflo suggested evaluating h using fluid properties at a pres-
sure Pr=0.03 and then converting to h0 at the reference pressure
of Pr0=0.1 through the use of the F�Pr� equation shown in Table

s from the Cooper correlation †32,33‡ for „a… water and „b…

ns from the Gorenflo correlation †34‡ for „a… water and „b…
tion
tio
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. For FC-77, the estimated reference heat transfer coefficient is
0=1840 W /m2 K at q0=20,000 W /m2.
A comparison between the Gorenflo correlation and the experi-
ental results for water and FC-77 is shown in Fig. 11. The
orenflo correlation predicts the experimental results in water
uite well, with a MAE of only 3.8% for the polished surface and
n overall MAE of 12.2%. For FC-77, the predictions are less
ccurate, particularly for the EDM surface with MAEs in the
ange of 26–29%, although the predictions for the polished sur-
ace are quite good with a MAE of 4.7%.

4.5 Leiner Correlation. The reliance on reference values re-
uces the utility of the Gorenflo correlation as reference values are
nly available for a limited number of fluids. Leiner �56� ad-
ressed this issue by using the principles of thermodynamic simi-
arity to further develop the Gorenflo correlation by removing the
eed for reference values �see Table 3�. It should be noted that the
ressure function, F��Pr�, was specifically developed for fluids
ther than water, and so the Leiner correlation is not expected to
ffer accurate predictions of boiling in water. In this case, the
orenflo correlation should provide better predictions.
The comparison between the Leiner correlation and experimen-

al results is shown in Fig. 12. As expected, the Leiner correlation
s not particularly accurate for water, with MAEs of approxi-
ately 50%. The Leiner correlation fares much better with FC-77
ith MAEs around 5% for the EDM surfaces, but the correlation

ignificantly overpredicts heat transfer coefficients for the pol-
shed surface with a MAE of 46.6%. Although the Leiner corre-
ation has a lower overall MAE than the Gorenfo correlation for
C-77 �13.2% versus 23.1%�, this is probably influenced by the
act that four EDM surfaces �where the Leiner correlation pro-
ides the best predictions� and only one polished surfaces �where
he Gorenflo provides the best predictions� were considered in the
resent work. Thus, despite the lower overall MAE of the Leiner
orrelation, it is inconclusive whether much additional accuracy is
rovided by the Leiner correlation over the Gorenflo correlation
or FC-77.

The main problem with the Gorenflo and Leiner correlations’
redictions for FC-77 is that neither accurately accounts for the
nfluence of surface roughness. Both correlations use Stephan’s

Fig. 12 Comparison between experimental data and predict
ecommendation of m=0.133, which is closer to the m=0.1 found
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for water in this study, but differs from the m=0.2 found for
FC-77. If the Gorenflo correlation in Table 3 is modified so that
factor C becomes

C = � Ra

Ra0
�0.2

�5�

then the overall MAE for FC-77 is reduced from 23.1% to 15.8%.
If a reference heat transfer coefficient h0=2160 W /m2 K at q0
=20,000 W /m2, which more closely matches the experimental
results, is used instead of h0=1840 W /m2 K as estimated by the
Stephan and Preußer correlation �34�, the MAE is further reduced
to 6.7%. Modifying the Leiner correlation to account for a surface
roughness exponent m=0.2 requires more manipulation, but it can
be shown that

h

Pc

R/Tc

= 0.6161C0.1512K0.4894F��Pr�

�� q

Pc

RTc

�n� Ra
0.2

Ra0
0.067��kBTc/Pc�1/3�0.133� �6�

The overall MAE for FC-77 increases from 13.2% to 18.2% when
using Eq. �6� instead of the original Leiner correlation, although
the predictions are notably improved for the polished surface, with
an MAE of 21.1%.

For water, the Gorenflo correlation clearly provides the best
predictive capabilities. From the discussion above, the modified
Gorenflo correlation provided the lowest errors for FC-77. How-
ever, given the limited number of surfaces tested, and considering
the wide range of conclusions from other researchers regarding
the influence of roughness on nucleate boiling, it is unclear
whether a modification to the Gorenflo correlation for FC-77 will
lead to a general improvement in accuracy. Further, it is unclear
whether any general improvement in predictive capability can be
achieved when using standard surface roughness parameters to
account for the effects of surface characteristics on boiling heat
transfer. Although it has been proposed that the relationship h
�Rm where m= f��� may lead to an improvement in predictions,
more experimental data are needed to conclusively establish this

s from the Leiner correlation †59‡ for „a… water and „b… FC-77
dependence. Moreover, the current experimental data indicate
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eneral weaknesses in using h�Rm to account for surface rough-
ess, and it is therefore recommended that future research focus
n developing new methods of characterizing boiling surfaces.

Conclusions
Pool boiling at atmospheric pressure from surfaces with a wide

ange of surface roughness in two fluids with differing wetting
haracteristics was experimentally explored. For water, the results
ndicate little improvement in heat transfer coefficient for rough-
ess beyond Ra=1.08 �m, except for a very rough 10.0 �m sur-
ace, which had significantly higher heat transfer coefficients. On
he same set of surfaces, FC-77 exhibited a different trend with
ontinuously increasing heat transfer coefficient with respect to
urface roughness, at a fixed heat flux. The general trend of in-
reasing heat transfer coefficient with surface roughness was cor-
elated using h�Rm. The results indicate a stronger dependence
n surface roughness for FC-77 with m=0.2 compared with m
0.1 for water.
The experimental results were compared with predictions from

idely used nucleate boiling correlations. Due to differences in
he surface roughness exponent for the two fluids, no single cor-
elation provides entirely satisfactory predictions. The Gorenflo
orrelation provided the lowest errors for water. For FC-77, the
owest errors were obtained using a modified Gorenflo correlation
ith a surface roughness exponent of m=0.2. Due to the numer-
us deficiencies associated with correlating nucleate boiling data
sing surface roughness parameters, it is recommended that future
esearch focus on developing new techniques for characterizing
oiling surfaces.
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omenclature
a, b, C, K � empirical constants

cp � specific heat
d0 � bubble departure diameter

F, F� � pressure functions
f � bubble emission frequency
g � acceleration due to gravity
h � heat transfer coefficient

hfg � heat of vaporization
k � thermal conductivity

kB � Boltzmann constant, kB=1.3807�10−23 J /K
M � molecular weight
m � surface roughness exponent
N � active nucleation site density
n � heat flux exponent
P � pressure

�P � excess pressure corresponding to wall super-
heat, �P= Pw− Psat

Pr � Prandtl number, Pr=cp� /k
R � universal gas constant, R=8.314 kJ /K kmol
R � specific gas constant, R=R /M

a, Rp, Rq,
Rz � roughness parameters according to ASME

B46.1–1995
Rp,old � “Glättungstiefe” according to DIN 4762/1:1960

q � heat flux
T � temperature

�T � wall superheat, �T=Tw−Tsat

reek


 � thermal diffusivity, 
=k /�cp

ournal of Heat Transfer
� � contact angle
� � dynamic viscosity
� � density
� � surface tension

Subscripts
c � critical

corr � correlation
exp � experiment

l � liquid
r � reduced

sat � saturation
v � vapor
w � wall
0 � reference
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Rapid Boiling of a Two-Phase
Droplet in an Immiscible Liquid
at High Superheat
This work studies experimentally the rapid boiling of a droplet rising in a host liquid
environment, within a range of superheats �0.2�Ja

��0.5� not previously investigated.
The direct-contact rapid-boiling process has many advantages in the fields of heat ex-
change and multiphase flow. By taking into account the superheat, heat transfer, and
hydrodynamics of the multiphase-droplet the aim of this study is to create greater insight
into the character of this transient-boiling process, for the first time. The sudden depres-
surization of a water column led to the rapid boiling of liquid propane droplets rising by
buoyancy. During this millisecond boiling distinct stages were identified. Appropriate
critical times for the transition between stages were defined by a simplified model, among
these a novel criterion for the sudden pause in boiling caused by the engulfing liquid-
film’s collapse. Good agreement was found between these predicted time-points and
measured changes in the boiling profile. This form of boiling, though being very rapid
and sustaining high heat transfer rates, is still calm in nature, therefore, more predictable
and widely applicable. Understanding this form of boiling suggests that the “design” of
the boiling curve may be possible by setting the initial parameters.
�DOI: 10.1115/1.3220146�

Keywords: rapid boiling, rapid phase transfer, two-phase droplet, three-fluid system,
superheat, depressurization, vaporization, liquid propane droplets
Introduction

This paper studies experimentally the direct-contact rapid-
oiling process of a multiphase-droplet in an immiscible host liq-
id �a three-fluid system�. We define our boiling as direct-contact
ecause heat is transferred to the droplets from the host liquid
nvironment, directly through the liquid-liquid interface, as in
irect-contact heat exchangers. This form of heat exchange has
he advantage of maximizing the contact area, while avoiding
ouling and wall resistance.

In order to create rapid-boiling, a high level of superheat is
equired. This superheating is obtained through sudden depressur-
zation. There are numerous works dealing with boiling due to
epressurization. Notable among these is the experimental work
f Hewitt and Parker �1�, which deals with the initial bubble
rowth �0.5–2 mm�. However, the pressure gradients in Ref. �1�
ere small �0.01 bar/ms�, and therefore, the boiling rate was lim-

ted by the depressurization rate �the system was at a quasi-
quilibrium state with no real superheating�, as in the majority of
ork in this area �see Appendix A�. Since our goal was to obtain
boiling curve based on true boiling dynamics, only experiments

n which the depressurization completed before 10% mass boiling
ccurred �depressurization rates on the scale of 1 atm/ms� were
aken into account.

The maximum level of superheat obtained may conveniently be
resented in a normalized nondimensional form, expressing the
atio of excess energy to latent heat �see Eq. �1��. This equation is
he normalized Jakob number, proposed as a means of comparison
etween different works conducted in this field.
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Ja
� =

cp�T� − Tsat�
hfg

= Ja
�v

�l
, 0 � Ja

� � 1 �1�

On the one hand, numerous researchers �2–4� have studied the
subject of explosive boiling of a droplet. This is in fact boiling
close to the superheat limit, the practical temperature of homoge-
neous nucleation �Ja

��0.5–0.8�. This form of boiling is unique: it
is of a violent nature �generates a pressure wave�, it is very fast
�on the order of microseconds�, and most of the dynamics are
inertial controlled. The instability mechanism driving this form of
boiling is quite different from the calm boiling that was encoun-
tered in the current study.

On the other hand, the problem of the gradual direct-contact
boiling of a multiphase-droplet, in an immiscible host liquid at
little or no superheat �Ja

��0–0.1�, has also been well covered,
since the early work of Sideman and Taitel �5�. A good overview
of this range is given in Table 1 of Ref. �6�. Notable among these
is the analytical/numerical work of Oguz and Sadhal �7�. How-
ever, their analysis was conducted under the assumption of
Stokes-flow and slow growth of the multiphase-droplet, relevant
only to the initial stages of boiling �up to 2% mass fraction� and/or
low-superheat levels.

Additional research exists on the growth of a vapor bubble
within its own liquid �a two-fluid system� at partial superheat.
Experiments have been conducted �8,9� close to our range of su-
perheating �Ja

��0.1–0.2�. Theoretical analysis of the two-fluid
system is well covered in several works �10,11�. The existing
body of work, both theoretical and experimental, is reviewed and
compared by Lee and Merte �12�. However, the three-fluid system
considered here cannot be well described by this theory as
additional/different boundary conditions are present. This is espe-
cially evident when the multiphase-droplet is considered under

translation motion leading to convective heat transfer.
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It seems, therefore, that the boiling of a multiphase-droplet ris-
ng in an immiscible liquid environment has not been studied in
he range of medium to high superheats �0.2�Ja

��0.5�. It can
nly be assumed that this is due to certain technical difficulties
elated with the creation and observation of boiling dynamics.
oiling within this range is widely applicable due to high rates of
eat and mass transfer, calm nature, and distinct boiling stages.
he latter suggests that boiling rates and time length of different
oiling regimes can be controlled by the selection of liquids and
he dictation of initial conditions, thereby enabling the design of
he rapid-boiling curve. Fields of relevance for this form of boil-
ng include the rapid increase in flow compressibility �gas void-
raction� and the direct-contact heat exchange, among others;
hile suggested applications range from alternative marine pro-
ulsion methods to local microchip-cooling. Further understand-
ng of the problem within this range will extend existing applica-
ions and possibly create new ones.

Experimental Setup
The boiling fluid was liquid propane, chosen for its suitable

roperties �given in Ref. �13��: low solubility in water and low
oiling temperature at atmospheric pressure �231 K� resulting in
igh superheat �Ja

��0.25–0.45�. The host liquid was water.
The propane was introduced as multiphase-droplets 0.8–2.5
m in diameter with a vapor bubble nucleus varying in size. This

ucleus was flow generated, and therefore, its size was not easily
ontrolled. The droplets were introduced through a nozzle, with a
iameter of 0.4 mm, into a water column. Nitrogen was used as an
injector” gas to control injection velocity �source pressure�. The
ater column was made of transparent polymethyl methacrylate

PMMA� that has a similar optical diffraction to water, thereby
educing distortion. A schematic of the experimental setup is pre-
ented in Fig. 1. Superheating �tension� was obtained by sudden
epressurization. The pressure was released by the manual open-
ng of a 2 in. ball tap on a 1 in. port. The majority of the pressure
rop �80%� occurred within 10 ms. This “drop-time” was suffi-
iently fast for our mode of boiling, as discussed in Appendix A.
ressure was measured via a fast response piezoresistive pressure

ransducer connected via a data acquisition module to a computer,
t rates of 0.35–1 kHz. The droplet’s boiling was visually re-
orded, at the same rate as the pressure measurement, using a high
peed camera and frame grabber. The column was backlit by a
iffuse light source through a lattice; this was done in order to
nhance the borders of the droplets, following the method used in
ef. �5�. The column was slowly and completely filled by the host

iquid, water. This was done to minimize entrapped air and was
ound to be very significant, as gas volume dampens the dynamic
esponse of the system, thereby slowing the pressure drop. De-

Fig. 1 Schematic of the water column experiment setup
eration was considered to be unnecessarily complicating.

21010-2 / Vol. 131, DECEMBER 2009
2.1 Conducting the Experiment. The host liquid tempera-
ture was measured at the beginning and end of every experiment.
The focus/exposure and scale �pixels to millimeters� were set and
recorded. The pressure transducer was calibrated to the ambient
pressure. Subsequently the column was pressurized to propane’s
saturation pressure at ambient temperature. After which more pro-
pane was injected, creating a line of droplets spaced 3–7 cm apart.
The propane droplets were at equilibrium with the host liquid up
until depressurization. Each multiphase-droplet has a vapor
bubble within it so nucleation is not required for boiling. This
vapor nucleus was generated by cavitation in the flow through the
injection nozzle. At some point the ball tap was opened, causing
the pressure to drop and boiling to ensue. The pressure drop was
recorded and the boiling was filmed.

From the images the different diameters were obtained as well
as the rise velocity. From this data the pressure readings were
finely synchronized to the images. This led to an estimated time-
shift error of one time step, �1.4 ms. The error estimation for the
photographs is �0.1 mm, as high photographic resolution was
used, �17 pixels/mm and above. Lastly, the accuracy of pressure
reading is �5 kPa, due to initial calibration and sensor accuracy.

3 Results
Numerous experiments were conducted within a range of con-

ditions �R=0.5–1.35 mm, T�=288–316 K, and p=1–4 atm�,
among these eighteen, with the fastest depressurization and no
significant pressure oscillations, were selected for analysis. Ex-
periment conditions could not be reproduced exactly, as some
parameters were not directly controlled, but close conditions re-
sulted in similar behavior.

3.1 Configuration. From initial results it seems that for the
system considered �propane-water� the two-phase droplet’s pre-
ferred configuration is engulfment, i.e., that the vapor bubble is
surrounded by its liquid-film. The static condition for engulfment,
due to surface energy considerations, as described by Mori �14�
and by Johnson and Sadhal �15� is given in Eq. �2�

Sp = �h − ��l + �lh� � 0 �2�

Sp is the spreading coefficient, a positive value indicates that the
bubble seeks to be covered by the liquid-film. According to the
surface tension values for propane, �from the literature �13,16�:
liquid-vapor is 15 mN/m, liquid-water is around 46 mN/m, and
water-vapor around 70 mN/m� it seems that this is the preferred
configuration. Allowing for weakly dynamic conditions—the
Bond number �gravity� and capillary number �cross-flow shear�
that is small but not negligible, lead to the configurations shown in
Fig. 2. In Fig. 2�a�, gravity and surface tension define the shape.
As boiling causes the vapor bubble to inflate, the liquid-film thins
and surface tension plays the dominant role �see Fig. 2�b��. When
the liquid-film reaches a crucial thickness, shear may cause it to

Fig. 2 Configurations at different levels of boiling „N…: „a… ini-
tial „observed…, „b… rapid „observed and predicted…, and „c…
liquid-film collapse „predicted…
collapse and remain so, in spite of a positive spreading coefficient,
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ee Fig. 2�c�. Although not all the configurations can be observed
see first four frames of Fig. 3�, some strong evidence of their
xistence has been found and will be presented.

Although the bubble is initially at the top part of the
ultiphase-droplet, once boiling begins and the liquid-film thins,

oncentricity is closely maintained. Even in cases where addi-
ional nuclei existed, they centered and joined to one bubble
ithin the first 10 ms. The engulfed configuration is only observ-

ble in the initial stages of boiling. When the film thickness re-
uces below 100 	m �around 10% mass boiled�, it becomes vis-
bly indistinguishable.

3.2 Sequence of Boiling. Through the data collected during
he boiling process, the transient sequence of events in this boiling
as revealed. Let us look at a characteristic behavior of a 2.1 mm
iameter multiphase-droplet with a 0.3 mm bubble nucleus at
�=303 K, shown in Fig. 3 �unless stated otherwise, all men-

ioned values refer to this experiment�. Superheat was 80% of its
aximum value; the superheat comprised around 40% of the re-

uired latent heat for complete boiling �Ja
��0.4�.

After the tap was opened, the pressure dropped at an average
ate of around 1 atm/ms, the drop-time �90–10%� lasting around
1 ms �shown in Fig. 4�. Toward the end of the depressurization
he decay was closely exponential, with several oscillations fol-
owing. The first overshoot is seen around 35 ms.

During the depressurization, boiling commenced at a very slow
ate. In Fig. 4�b� it can be seen that around 7 ms there exists the
rst inflection-point in the boiling rate �hereafter t1�, following it
oiling increases to an intermediate rate of around 0.06 g/s �inter-
ace radial velocity is 0.2 m/s�. Then, around 15–17 ms, a second
nflection-point �t2� is evident, beyond which the boiling rate
eaches a maximum of 0.11 g/s �interface radial velocity is 0.25
/s�. This high boiling rate is roughly linear on the normalized
ass/time graph, see Fig. 5. It shall be defined as the nominal

apid-boiling rate �Nn��. The nominal boiling rate is maintained
ntil a point in time when we see a sudden drop in the boiling rate
t3�—boiling is almost completely halted, due to the liquid-film
ollapse. Beyond this point in time boiling resumes at an ever
rowing rate until all the liquid has transitioned to vapor, this

ig. 3 The photographic boiling sequence of propane two-
hase droplet in water „0.3 mm bubble in a 2.1 mm droplet

nitially, within an environment at T�=303 K…; boiling com-
letes around 35 ms—last two frames are after completion
oncave boiling curve is typical of the spherical-cap shape that

ournal of Heat Transfer
follows t3. The focus of this study is on the boiling occurring up to
t3, the liquid-film collapse is an adverse effect that is preferably
avoided. For this purpose a virtual time-point was defined at
which boiling would complete �90%� following the nominal boil-
ing rate �tfn�.

Initially the multiphase-droplet rises at around 15 cm/s. At the
instance of pressure drop the vapor bubble expands. At the same
time, the multiphase-droplet undergoes acceleration due to the in-
stant pressure gradient �see Fig. 4�. Initially the bubble accelerates
faster than the droplet and attempts to “break away” from it; this
can be seen in the second frame of Fig. 3. Surface tension pulls
the bubble back in as the whole multiphase-droplet catches up
with it. In the rise velocity graph oscillations at a frequency
around 100 Hz are evident. These seem to be caused by the
multiphase-droplet’s dynamic response to pressure/buoyancy
forces �acceleration� and then to the drag forces generated by its
velocity increase �deceleration�, repeatedly. Alternatively, these

Fig. 4 Pressure and bubble diameter of a typical multiphase-
droplet boiling

Fig. 5 The calculated boiled mass for a multiphase-droplet:
with early collapse „Di=0.8 mm, Do=2.1 mm, at 300 K… and

with late collapse „Di=0.3 mm, Do=2.1 mm, at 303 K…

DECEMBER 2009, Vol. 131 / 121010-3
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rag oscillations are close to the theoretical vortex-shedding fre-
uency and may be caused by it; this remains to be established.
ther oscillations exist at a much lower frequency—around 40
z, these coincide with the pressure oscillations following the
epressurization of the system �the first pressure overshoot is in-
icated in Fig. 6�. Superimposing these frequencies dictate the
ubble velocity. Additionally, bubble growth and velocity lead to
onditions where spherical bubbles can no longer exist and there
s transition to the new stable shape, either ellipsoid or spherical-
ap. In Fig. 6 there appear to be two very different cases, one in
hich the initial bubble was large, leading to high accelerations

nd liquid-film collapse �t3�, while the other had a small initial
ubble and the conditions were calmer; in this case the collapse
as not evident during boiling.

Analysis

4.1 Analysis Method. In the analysis of the experimental data
everal assumptions were made.

1. Since the focus is on the rapid boiling �t1– t3�, one-
dimensional spherical configuration was assumed �see Fig.
2�.

2. All heat transferred to the two-phase droplet is consumed by
boiling �no heating of the vapor during the rapid boiling�.

3. There is only thermal conduction through the liquid-film, as
it is very thin during the rapid-boiling stage.

4. The penetration depth of the temperature drop into the
liquid-film is at least an order of magnitude smaller than the
droplet radius, therefore, the curvature may be neglected.

5. The thermal convection coefficient is the instantaneous
value, averaged over the sphere. The correlation employed
�Eq. �3�� is that of Battya et al. �17� for a boiling two-phase
droplet at low superheat. This correlation was found to be
suitable, as it is based on the experimental work of Song et
al. �5�, where, according to our understanding, the engulfed
configuration existed. Furthermore, it gives reasonable val-
ues and incorporates the Jakob number, making it more suit-
able for the high-superheat range, as well

Nu = 0.64Pe0.5Ja−0.35 �3�
6. Vapor pressure in the bubble is equal to the far field pressure

during the boiling process. The bubble dynamics are reason-
ably slow—this assumption leads to a pressure error no

ig. 6 The velocity measured for two different droplets: with a
arge and a small initial bubble „t3—liquid-film collapse, S.C.—
ransition to spherical-cap shape, and P.O.—pressure
vershoot…
larger than 2% according to the Rayleigh–Plesset equation.

21010-4 / Vol. 131, DECEMBER 2009
7. It follows from assumption 6 that vapor temperature is
roughly equal to the saturation temperature at the far field
pressure. This assumption is generally acceptable for given
boiling rates.

8. The depressurization rate is not a relevant factor, as only
cases in which 90% of the pressure drop completed before
significant boiling were considered �see Appendix A�. This
allowed gas expansion to be neglected in the analysis.

9. The temperature could not be measured at different loca-
tions, due to technical difficulties. However, the temperature
can be closely estimated, as described in Sec. 4.2.

10. The two-phase droplet is taken as a growing solid sphere in
all flow/drag analysis, due to being covered in a liquid-film
throughout the majority of the boiling process.

4.2 Analysis. Initially, boiling relies entirely on the consump-
tion of the liquid’s increasing amount of superheat, due to the
depressurization. This energy is brought to the boiling front in part
by the conduction through the liquid-film and in part through the
stretching of the liquid-film, leading to the exposure of a “new”
superheated liquid �radial moving boundary�. This would be rep-
resented by an additional “convective” term in the energy equa-
tion, and it is most significant in the initial stages as it is propor-
tional to 1 /Rb�t�. As a first-order analysis this convection is not
considered. During this stage the transient temperature profile in
the liquid-film can be calculated according to the one-dimensional
semi-infinite conduction equation �Eq. �4��.

T�x,t� − Tb�t�
T� − Tb�t�

= erf� x

2�
t
� �4�

When the temperature gradient reaches the outer interface �liquid-
host interface� at the point in time designated t1 in Fig. 5, convec-
tive heat transfer joins in raising the overall boiling rate. This is
the instance when Eq. �4� equals 0.99 �first temperature drop�.
Beyond this point the semi-infinite assumption required by this
equation is no longer valid.

Rl�t� =
1

4�k
� 1

Rlv�t�
−

1

Rlh�t�
� �5a�

Rh�t� =
1

h4�Rlh
2 �t�

�5b�

About 17 ms after initiation we reach the second critical time,
designated t2, at which the conduction thermal resistance reduces
to the order of the convection resistance, Rl /Rh�2, as defined in
Eqs. �5a� and �5b�. It is important to note that while t1 and t3 are
specific points in time, t2 has a physical meaning as the short
period of time in which these thermal resistances are on the same
scale. From this time on boiling is mostly convection controlled,
and it is strongly influenced by the rise velocity. The overall ther-
mal resistance is generally reduced, and t2 is characterized by a
significant increase in the boiling rate.

While the dominant thermal resistance is the conduction
through the liquid-film, the boiling curve roughly coincides with
the known universal solution for vapor bubble growth in a two-
fluid system. As the liquid-film thins, thermal conduction resis-
tance is reduced and convection resistance plays a more dominant
role causing the departure from the universal solution and its
negative second derivative �falling rate�; this is shown in Fig. 7.
This experimental deviation from the classical two-fluid theory, in
cases of convection, has been observed by others even at low
superheats �Fig. 1 of Ref. �18��.

As seen in Sec. 3, the rise velocity oscillates. The resulting
accelerations directly affect the drag force, in other words, the
drag oscillates, too. Recognizing that the drag creates shear, the
main cause for liquid-film collapse, means that collapse will occur
when the drag obtains a local maximum. When the liquid-film

collapses �t3 in Fig. 5�, it is usually followed by a jump in rise
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elocity. This is due to the downward motion of the liquid causing
n upward motion of the vapor. This in turn leads to further ac-
eleration and transition to the spherical-cap shape. This collapse,
lthough not visible, has been confirmed through numerous ex-
eriments in which a sudden cease in the rapid boiling has oc-
urred. Accordingly, experiments with higher velocities and, con-
equently, shear, experienced earlier collapse. The collapse of
uch a liquid-film on a somewhat larger scale has been observed
y Mori �14� under slower, nonboiling conditions. To properly
redict such a film collapse the expression for the drag force
eeds to be found. Due to the Reynolds numbers considered �200–
000� vortex shedding needs to be taken into account, therefore, a
ore general approach was employed. Let us consider the mo-
entum equation for a multiphase-droplet rising and boiling
ithin a host liquid of greater density ��h��l�. Since the boiling

iquid moves with the vapor bubble they are both considered a
ingle entity with varying density. This means that their mass is
onstant �mo� as no mass transfer occurs with the immiscible host
iquid. In the most general form the equation of motion of this
ntity is

mo
dU

dt
= − Fd + Fb − Fg − Fp �6�

simple scale analysis clarifies the fact that the buoyancy term
Fb��l�g�Vb� renders the gravity term �Fg� negligible very
arly in the boiling process �from around R /Ro�2�. Additionally,
he local pressure gradient term �Fp� can be incorporated into the
rag force term �Fd� to create a new total-drag-force term �FD

��.
he examination of the buoyancy term �Fb� reveals monotonous
rowth acting in the same direction as the rise velocity. As seen
efore, the velocities depicted in Fig. 6 show oscillations. This
ould require an oscillating total-drag-force term �FD

��, as it is
he only force than can vary significantly in value. The consider-
tion of the total-drag-force term in numerous experiments shows
hat liquid-film collapse follows a local maximum of this term.
ome additional scaling led to the definition of a nondimensional
ritical drag �Dc� given in Eq. �7�. This critical drag functions as a
riterion for the collapse of the liquid-film.

FD
�  Dc = �−

dU�t�
dt

1

g
�� R�t�

W�t�
� 10−3

�Ja
��4 �7�

t t3, the instant of liquid-film collapse, a Dc value of 100, applies
o experiments over a wide range of initial conditions �Di
0.3–2.3 mm, Do=2–2.7 mm, T�=294–316 K, and p�

1–3 atm�, within the time-shift error. Though this criterion is
ot easily predicted, it is readily measured for the monitoring of

ig. 7 Vapor bubble growth experiments versus the two-fluid
ystem theory „due to initial delay, experiments’ time shifted by
ms…
he boiling process. After the collapse the remaining liquid settles

ournal of Heat Transfer
at the base of the bubble, reducing the heat transfer surface area
and ending the rapid-boiling stage. The collapse usually leads to
the transition to a spherical-cap shape. The remaining liquid later
boils at a slower though increasing rate �concave line� that is
characteristic of the spherical-cap shape.

4.3 Temperature Evolution. According to the assumptions
made, the temperature at the bubble interface follows the satura-
tion curve. On the other hand, the outer interface temperature �Tlh�
does not reduce significantly, due to the high convection coeffi-
cient values. This temperature was calculated using two different
methods: by assuming equilibrium on the outer interface and by
summing up the droplet’s energy. Beyond t3 nonuniform tempera-
ture exists on the outer interface �partially engulfed configura-
tion�, and therefore, the prediction of Tlh is not relevant.

Based on the predicted temperature in the liquid-film shown in
Fig. 8, and its instantaneous thickness, the superheat remaining
within the liquid-film can roughly be estimated �linear tempera-
ture profile�. Furthermore, assuming uniform ideal gas-vapor den-
sity within the bubble, the mass flux at any given moment can be
evaluated; these are shown in Fig. 9.

During the depressurization there is an increase in superheat,
i.e., superheating. In parallel there begins a consumption of this
energy by the rapid boiling. Initially the boiling relies on the su-
perheat alone, but around t2 the heat transfer becomes significant
and the mass flux reaches a maximum value of 0.6 kg /s�m2. As
the superheat is consumed by boiling, the mass flux reduces, in
spite of high heat transfer. From this it can be understood that

Fig. 8 The temperature evolution prediction at the boiling
front and outer surfaces of the liquid-film „eq—interface equi-
librium and es—energy summation…

Fig. 9 The normalized form of the superheat, heat transfer,

and the resulting mass flux

DECEMBER 2009, Vol. 131 / 121010-5
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igh-superheat levels are needed to maintain high boiling rates,
nd that rapid boiling cannot exist due to heat transfer alone.
lthough the precision of the values in Figs. 8 and 9 is debatable,
ue to the inaccuracy in the simplified analysis model, the quali-
ative behavior is evident.

Discussion
The case of boiling of a multiphase-droplet within a third �host�

mmiscible liquid was considered experimentally, at high-
uperheat levels �0.2�Ja

��0.45�, for the first time. This led to the
efinition of rapid-boiling, a form of boiling completing �tf�
ithin several milliseconds. This form of boiling is orders of mag-
itude faster than low-superheat boiling, on the one hand, and
almer and slower than very-high-superheat explosive boiling �tf

1 ms�, on the other. In this form of boiling transient stages,
uch as the temperature-gradient development or the transient hy-
rodynamics �wake evolution, vortex shedding, and liquid-film
ollapse�, define the boiling curve. Several of these transient-
oiling stages were observed. Additionally, bubble growth rate is
n the same scale as the cross-flow velocity and neither is negli-
ible in the resulting flow field.
The emphasis of this study was to recognize the critical time-

oints �t1, t2, and t3� between the stages and successfully predict
hem. The predictions are given in Eqs. �4�, �5�, and �7�, accord-
ngly. Comparison with experiments is shown in Fig. 10. From the
gure it is clear that the simple analysis model employed predicts

hese time-points quite well. At higher Ja
� �Fig. 10�a�� there seems

o be greater deviation. However, this is artificial and it is caused
y the normalization of time-points by tf that significantly de-
reases with the increase in superheat. Deviation is still on the

ig. 10 The comparison of predicted critical times „t1-t2-t3, ac-
ordingly… with observed ones: „a… ambient pressure variation
.2<Ja

� <0.35 and „b… ambient temperature variation 0.3<Ja
�

0.45
rder of estimated timescale error.

21010-6 / Vol. 131, DECEMBER 2009
The sudden depressurization �tension� led to the immediate
availability of superheat for boiling and significant “heat absorp-
tion” in later stages, resulting in a rapid boiling. This superheat is
used to “fuel” the initial stages of boiling, prior to the external
heat transfer �before t1�. In addition, it establishes high boiling
rates by implementing and maintaining strong temperature gradi-
ents, by this means drawing substantial heat from the environment
�250 kW /m2, 30 W per droplet�, especially during the convection
heat transfer stage �after t2�.

After the convection stage, a sudden end to the rapid boiling
was measured �at t3�. From the understanding of the multiphase-
droplet configuration this detection of a sudden pause in boiling,
usually accompanied by a leap in velocity, is believed to be due to
the collapse of the liquid-film surrounding the bubble �drastic de-
crease in heat transfer surface�. A novel liquid-film collapse crite-
rion was defined in Eq. �7�. From the consideration of Fig. 10 it is
clear that this criterion always predicts collapse slightly before it
occurs �t3 is always above the theory line�, thus enabling its avoid-
ance.

These two opposing forces, heat transfer versus film collapse,
determine the rate and final level of boiling obtained within the
rapid stage. How they are dictated by the parameters of the system
�boiling liquid, environmental temperature, background pressure,
initial droplet size, and internal bubble nucleus size� is yet to be
determined. Current research is aimed at developing an analytical/
empirical model for this type of boiling—allowing the prediction
of the boiling curve as a function of the initial conditions. This
development may enable the heat transfer engineer to design a
“tailored” boiling curve, choosing the location and the rate of
boiling, for a specific application’s requirements.

We believe that it is essential to study this new range of boiling
further. Several questions have risen in the course of this study.
There remains the question of the source of drag oscillations �be-
lieved to be vortex shedding�, the time-scale of the transition to a
spherical-cap shape, the effect of stretching on the temperature-
gradient development, and other related transient effects. This
form of boiling requires further study as it has a high potential for
micro-/high speed applications, both in the fields of heat transfer
and multiphase flow. It could be greatly beneficial to recognize,
characterize, and realize such applications.
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Nomenclature
cp � specific heat �J /kg K�
D � droplet outer diameter �m�

Dc � critical drag collapse criterion—see Eq. �7�
h � thermal convection coefficient �W /m2 K�

Ja � Jakob number—superheat number
�Ja=�lcpl�T /�vL�

k � thermal conductivity �W /m K�
L � latent heat of vaporization �J/kg�
N � boiled mass �%�

Nu � Nusselt number—nondimensional thermal
number �Nu=hD /k�

p � pressure �Pa�
Pe � Peclet number Pe=Re�Pr
Pr � Prandtl number—ratio of diffusivities �Pr

=	 /�
�
R � radius �m�
Ṙ � interface velocity=dR /dt�m /s�

R � thermal resistance �W/K�
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Re � Reynolds number—nondimensional flow num-
ber �Re=2�hUR /	h�

t � time �s�
T � temperature �K�

�T � liquid superheat �K�
U � rise velocity �m/s�
V � volume �m3�
W � liquid-film thickness �m�
x � Cartesian coordinate �m�

reek Symbols

 � thermal diffusivity �m2 /s�
� � mass boiling fraction ��kgv−kgvi� /kgli�
� � angle �measured from the rear of droplet�
	 � dynamic viscosity �kg /m s�
� � density �kg /m3�
� � surface tension �N/m�

ubscripts
b � gas-vapor bubble
h � host liquid
i � initial

lh � liquid-host interface
lv � liquid-vapor interface
l � droplet liquid

sat � saturation
v � vapor
� � far field

ppendix A

A.1 Choosing a Fast Depressurization Mechanism. For our
xperiment we expected rapid-boiling �order of milliseconds�. Our
oal was to obtain the true boiling rate based on boiling dynamics
nd not the quasisteady pressure-controlled boiling, as is often the
ase in the literature available, see experimental/theoretical works
n Fig. 2.9 of the book by Brennen �19� or the theory/experiment
omparisons of Ref. �20�.

Therefore, a mechanism that provided the fastest possible rate
f depressurization was required, with pressure drop completing
efore significant boiling occurred. Ball taps of different sizes on
ifferent size ports and a plug release were considered. Their de-
ressurization rates are presented in Fig. 11, where a drop-time
90–10%� of 5 ms was attained with a 2 in. ball tap on a 1 in. port.
rom known depressurization rates of shock tubes, punctured dia-
hragms, and plug releases appearing in Ref. �21�, the maximum
ttained drop-time, within the above pressure/temperature condi-
ions, is about 3 ms. Therefore, the pressure drop rate attained
ith the current mechanism was acceptable, especially, consider-

ng the use of standard, reusable “off the shelf” parts.

ig. 11 The depressurization rate for different ball taps and a

lug on different size ports

ournal of Heat Transfer
Appendix B

B.1 Shape Correction. During analysis, the distortion of the
spherical droplet bubble was observed: ellipsoids and spherical-
cap shapes were also analyzed. Ellipsoids appeared at lower Ja

�

when boiling was slower and this intermediate shape was stable.
The spherical-cap shape was usually observed in the latter stages
of boiling at Ja

��0.26, it is closely approximated by a truncate
sphere shape, as shown in Fig. 12.

The volume of these shapes was calculated using Eqs. �B1� and
�B2�.

The volume of an ellipsoid

V =
�

6
ab2 �B1�

The volume of a truncate sphere

V = 2
3�R3�1 + cos �� + 1

2sin2 �� � cos ��� �B2�

where �� is the cut-off angle of the sphere of radius R.
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Flow Boiling of Coolant
„HFE-7000… Inside Structured and
Plain Wall Microchannels
Flow boiling was experimentally studied using coolant HFE-7000 for two types of par-
allel microchannels: a plain-wall microchannel and a microchannel with structured re-
entrant cavities on the side walls. Flow morphologies, boiling inceptions, heat transfer
coefficients, and critical heat fluxes were obtained and studied for mass fluxes ranging
from G�164 kg /m2 s to G�3025 kg /m2 s and mass qualities (energy definition) rang-
ing from x��0.25 to x�1. Comparisons of the performance of the enhanced and
plain-wall microchannels were carried out. It was found that reentrant cavities were
effective in reducing the superheat at the onset of nucleate boiling and increasing the heat
transfer coefficient. However, they did not seem to increase the critical heat flux.
�DOI: 10.1115/1.3220674�

Keywords: flow boiling, subcooled boiling, nucleate boiling heat transfer, critical heat
flux, MEMS, microchannel
Introduction

Flow boiling is associated with a very high heat transfer coef-
cient and has been extensively studied for numerous cooling
pplications in conventional scale system �1–8�. Because of the
ontinuous advances in electronic technology and the correspond-
ng power density increase, flow boiling in microdomains has
een a topic of great interest in the last decade �9–16�. Key engi-
eering parameters that are typically examined include onset of
ucleate boiling �ONB�, heat transfer coefficient, critical heat flux
CHF� conditions, flow patterns, and flow instabilities.

In conventional scale, structured reentrant cavities have been
ffective in reducing ONB, increasing heat transfer coefficient,
nd increasing CHF �17,18�. Several studies have been conducted
o examine the performance of the reentrant cavity at the micro-
cale �14,15,19–24�. Koşar et al. �14� and Kuo and Peles �15�
tudied the thermal performance and flow boiling patterns in
eentrant-cavity microchannel using water. They argued that reen-
rant cavities can promote bubble nucleation in microchannels,
nd thus, enhance heat transfer. Kuo and Peles �25,26� conducted
tudies of flow boiling instability of water in microchannels, and
havnani and co-workers �22–24� conducted similar experiments
ith dielectric fluid FC-72. Their results suggest that flow boiling

nstability can be mitigated by forming structured reentrant cavi-
ies in the channel wall and suppressing the frequently cited rapid
ubble growth, which in turn increased CHF value. Certain flow
onditions and fluid properties, such as surface tension and mass
ux have also been shown to affect bubble nucleation in both
acro- and microscale channels �27–31�.
The current paper presents a study of flow boiling using coolant

FE-7000 through an array of five parallel microchannels in two
ypes of devices: one with reentrant cavities on the side walls and
nother with plain side walls. Flow boiling was recorded for both
ubcooled and saturated boiling for mass quality −0.25�x�1,
ass flux ranging from G=164 kg /m2 s to G=3025 kg /m2 s,

nd heat flux up to 150.4 W /cm2. Flow patterns, boiling incep-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 13, 2008; final manuscript

eceived May 19, 2009; published online October 15, 2009.
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tion, heat transfer coefficient, and CHF were obtained and studied.
Comparison between the two microchannel devices are presented
and discussed.

2 Device Overview
The microchannel device consists of five parallel microchan-

nels, which are 10,000 �m long, 200 �m wide, and 250 �m
deep, spaced 200 �m apart. For the reentrant-cavity microchan-
nel, each sidewall encompasses an array of reentrant cavities
spaced 100 �m apart �100 cavities on each side of the
10,000 �m long microchannel�. An acute angle connects the
7.5 �m mouth to the 50 �m inside diameter reentrant body. A
scanning electron microscope �SEM� image of the reentrant cavi-
ties is shown in Fig. 1�a�. In order to minimize ambient heat
losses, air gaps were formed on the two ends of the side walls, and
inlet and exit plenums were etched on the thin silicon substrate
��150 �m�. On the top, a Pyrex substrate sealed the device and
allowed flow visualization. Figure 1�b� depicts a CAD model of
the heater and thermistors on the backside of the device. For local
temperature measurement, three thermistors, which are 10 �m
wide and 300 �m long �Fig. 1�c��, were located 3400 �m,
6700 �m, and 10,000 �m downstream the channel inlet to-
gether with electrical connecting vias. On top of the thermistor
layers, a 1 �m silicon oxide layer was deposited for electrical
insulation. A heater was then formed on top of the oxide layer to
deliver the heating power to the microchannels.

3 Device Fabrication, Experimental Apparatus, and
Procedures

3.1 Microchannel Fabrication Method. The microelectro-
mechanical system �MEMS� devices were micromachined on a
polished double-sided n-type �100� single crystal silicon wafer
employing techniques adapted from integrated circuit �IC� manu-
facturing. A 1 �m thick high-quality oxide film was deposited on
both sides of the silicon wafer to shield the bare wafer surface
during processing and to serve as an electrical insulator. A layer of
150 Å thick titanium was deposited by a CVC 601 sputter depo-
sition system and patterned on the backside of the wafer to form
the thermistors. Electrical connectors of 0.2 �m aluminum con-
taining 1% silicon and 4% copper were subsequently formed in

order to create electrical connections to the thermistors. Follow-
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ng, a 1 �m thick plasma enhanced chemical vapor deposition
PECVD� oxide was deposited to insulate the thermistors and vias
rom the lower layer. The heater was then formed on top of the
xide layer by CVC sputtering deposition. A 70 Å thick layer of
itanium was initially deposited to enhance adhesion characteris-
ics and was followed by sputtering a 1 �m thick layer of Al-
%Si-4%Cu. Subsequent photolithography and concomitant wet
ench processing created the heater on the backside of the wafer.
nother 1 �m thick PECVD oxide was deposited to protect the
ack side features during further processing.
Next, the microchannels were formed on the top side of the

afer. The reentrant cavities on the channel wall were also created
hrough the same step. The wafer was taken through a photoli-
hography step and a reactive ion etching �RIE� oxide removal
rocess to mask certain areas on the wafer, which were not to be
tched during the deep reactive ion etching �DRIE� process. The
afer was consequently etched in a DRIE process, and silicon
as removed from places not protected by the photoresist/oxide

ig. 1 „a… A SEM image of the reentrant cavities, „b… a CAD
odel of the heater and the thermistors on the backside of the
icrodevice, and „c… a CAD model of a single thermistor
ask. The 2D structure of microchannels and reentrant cavities

21011-2 / Vol. 131, DECEMBER 2009
was then formed. The DRIE process formed deep vertical trenches
on the silicon wafer with a characteristic scalloped sidewall pos-
sessing a peak-to-peak roughness of �0.3 �m. A profilometer
and SEM were employed to measure and record various dimen-
sions of the device.

The wafer was flipped, and the backside was then processed to
create an inlet, outlet, side air gap, and pressure port taps for the
transducers. A photolithography step, followed by a buffered ox-
ide etch �BOE� �6:1� oxide removal process, was carried out to
create a pattern mask. The wafer was then etched-through in a
DRIE process to create the fluidic ports. Thereafter, electrical
contacts/pads were opened on the backside of the wafer by per-
forming another round of photolithography and RIE processing.
Finally, the processed wafer was stripped of any remaining resist
or oxide layers and anodically bonded to a 1 mm thick polished
Pyrex �glass� wafer to form a sealed device. After successful
completion of the bonding process, the processed stack was die-
sawed to separate the devices from the parent wafer.

The MEMS device was packaged by sandwiching it between
two plates. The fluidic seals were forged using miniature
“o-rings,” while the external electrical connections to the ther-
mistors and the heater were achieved from beneath through
spring-loaded pins, which connected the thermistors and the
heater to electrical pads residing away from the main microchan-
nel body.

3.2 Experimental Test Rig. The setup, as shown in Fig. 2,
consists of three primary subsystems: the flow loop section, in-
strumentation, and a data acquisition system. The test section
houses the MEMS microchannel devices and its fluidic and ther-
mal packaging module. The microchannel device is mounted on
the fluidic packaging module through o-rings to ensure a complete
leak-free system. The fluidic packaging delivers the working fluid
and access to the pressure transducers. The heater, which is fab-
ricated on the device backside, is wired �through electric pads� to
the power supply. The thermistors are also connected to a National
Instruments SCXI-1000 series data acquisition system.

The main flow loop includes the microchannel device, a pulse-
less gear pump, a reservoir, which consists of a deaerator unit and
a heating element to control the inlet temperature, and a flow
meter. The test section heater is connected to a power supply with
an adjustable dc current to provide power to the device. The ther-
mistors output signals are recorded by the data acquisition system.
Simultaneously, the inlet pressure and test section pressure drop
are collected, and the boiling process in the microchannels is re-
corded by a Phantom V4.2 high-speed camera �maximum frame
rate of 90,000 frames/s, and 2 �s exposure time� mounted over a
Leica DMLM microscope. Calibration of the thermistors is per-
formed prior to the experiment by placing the device in an oven
and establishing the resistance-temperature curve for each indi-
vidual sensor.

3.3 Experimental Procedures and Data Reduction. The
coolant HFE-7000 was first degassed at atmospheric pressure
�Tsat=34°C� for at least 24 h. Then, the system was pressurized
by helium to p=143 kPa �Tsat=45°C�. The liquid flow rate was
fixed at desired values, and experiments were conducted after
steady thermal-hydraulic conditions were reached. The electrical
resistances of the thermistors were also measured at room tem-
perature. During the experiment, voltage was applied in 0.5 V
increments to the test section heater, and the resistance data for the
heater and the thermistors were recorded once steady thermal-
hydraulic state was reached, at which the liquid flow rate, heat
input, and resistance data remained constant. Flow visualization
was also performed through the experiment. Flow morphologies,
boiling inception, flow instability, and critical heat flux were re-
corded. The heat flux was then decrease in 0.5 V decrements, and
the heat input, thermistor resistance, and flow morphologies were
once again recorded. The procedure was repeated for different

flow rates.
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To estimate heat losses, electrical power was applied to the test
ection after evacuating the coolant from the test loop. Once the
emperature of the test section became steady, the temperature
ifference between the ambient and test section was recorded with
he corresponding power. The plot of power versus temperature

ifference was used to calculate the heat loss �Q̇loss� associated
ith each experimental data point. The average heat loss was

stimated to be about 8%.
Data obtained from the voltage, current, and pressure measure-
ents were used to calculate the average single- and two-phase

emperatures and the heat transfer coefficients. The electrical input
ower P and heater resistance R were determined by the measured
oltage V and current I, respectively, with

P = V � I �1�
nd

R = V/I �2�
he electrical resistance-temperature calibration curves of the

hermistors were used for determining the thermistor temperature
or each local position Tthermistor. The local surface temperature
T1 ,T2 ,T3� at the base of the microchannels was then calculated
s

T1,T2,T3 = Tthermistor −
�P − Q̇loss� · t

ksAp
�3�

here t, ks, and Ap are the substrate thickness, thermal conductiv-
ty of silicon, and the platform area, respectively.

Applying fin analysis, the overall fin efficiency is defined as

�o =
5� fAf + �At − 5Af�

At
�4�

here � f =tanh�mH� /mH, m=�h̄2�L0+W� /ksWL0, Af =2HL0, At

5L0�W+2H�, and L0, W, H, and ks are the channel length, width,
eight, and substrate conductivity, respectively.
The overall fin efficiency was iteratively estimated through Eq.

4� to be equal or larger than 95%. Thus, the effective heat flux

eff� and the channel wall heat flux qch� were defined as

qeff� =
P − Q̇loss �5�

Fig. 2 Exp
Ap

ournal of Heat Transfer
qch� =
P − Q̇loss

At
�6�

where At is the total channel surface area. The local mass quality
at a distance L from the inlet is obtained by

x =
�P − Q̇loss��L/L0� − GAscp�Tsat − Tin�

GAshfg
�7�

where G, As, cp, and hfg are the mass flux, total channel cross
section area, specific heat, and latent heat of vaporization, respec-
tively. The thermodynamic quality x is defined using energy bal-
ance. The negative value of x corresponds to situations where the
heat transfer into the flow is less than what it takes to warm up the
entire liquid flow to saturation temperature. These situations still
allow inception of nucleate boiling flow regimes. The negative
values of thermodynamic quality x should not be confused with
the true vapor quality X �define as ratio of cross-sectional vapor
mass flow rate to total mass flow rate� that is often used in the
two-phase literature.

Local heat transfer coefficient h can be obtained through the
local surface temperature T, the mean liquid temperature Tl, and
qch� according to

h =
qch�

T − Tl
�8�

where Tl is obtained by energy balance. To evaluate the heat trans-
fer during the flow boiling process, the two-phase heat transfer
coefficient htp is also defined

htp =
qch�

T − Tsat
�9�

Finally, the mean absolute error �MAE� is used to compare the
experimental results with correlations according to the following
expression

MAE =
1

M 	
i=1

i=M

Uexp − Utheo


Uexp
� 100% �10�

where U and M are the parameter under investigation and number

ent setup
erim
of samples, respectively.
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1

Fig. 3 Flow morphologies: „a… bubbly flow for G=1615 kg/m2 s, qeff�
=65.8 W/cm2, and x=−0.08; „b… oscillating single-phase liquid/single
bubble/slug tail for G=303 kg/m2 s, qeff� =11.9 W/cm2, and x=−0.08; „c…
churn flow for G=303 kg/m2 s, qeff� =34.4 W/cm2, and x=0.23; „d… wispy an-
nular flow for G=303 kg/m2 s, qeff� =38.9 W/cm2, and x=0.28; „e… inverted
annular flow for G=303 kg/m2 s, q� =53.0 W/cm2, and x=0.75.
eff
2
Fig. 4 Flow map for G=154–3025 kg/m s

21011-4 / Vol. 131, DECEMBER 2009 Transactions of the ASME
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3.4 Uncertainty Analysis. The uncertainties of the measured
alues are obtained from the manufacturers’ specification sheets,
hile the uncertainties of the derived parameters are calculated
sing the method developed by Kline and McClintock �32�. Un-
ertainty in the mass flux �G�, total heat flux �q��, temperature �T�,
ass quality �x�, and heat transfer coefficient �h� are estimated to

e �3%, �1%, �1°C, �3%, and �9%, respectively. Consider-
ng that the heat losses in this study are estimated �see Sec. 3.3� to
e about 8%, the uncertainty in qeff� or qch� is estimated as �4%.

Results and Discussion

4.1 Flow Morphologies. Flow patterns similar to conven-
ional scale channel �except for the oscillating single-phase liquid/
ingle bubble/slug tail discussed below� were observed for the
lain microchannels and the microchannels with reentrant cavi-
ies: single-phase liquid flow, bubbly flow �Fig. 3�a��, oscillating
ingle-phase liquid/single bubble/slug tail �Fig. 3�b��, churn flow
Fig. 3�c��, wispy annular flow �Fig. 3�d��, and inverted annular
ow �Fig. 3�e��. A flow map �Fig. 4� is also presented to identify
he relationship between flow patterns and mass flux/mass quality
or both microchannels. At low mass fluxes, oscillating single-
hase liquid/single bubble/slug tail was noticeable immediately
ollowing boiling inception, where a single bubble grew rapidly,
ormed a vapor slug, which occupied the entire microchannel
ross section, and expanded both downstream and upstream. The
apor slug then traveled downstream and the microchannel was
emporally occupied by liquid. This type of intermitted flow boil-
ng characteristic is often termed as rapid bubble growth in some
tudies, and is an important flow boiling instability mode in mi-
rochannels �25�. The rapid bubble growth flow pattern appeared
n both plain and enhanced microchannels for low mass fluxes.
owever, it extended to higher mass flux in the plain microchan-
el �G�514 kg /m2 s for structured surface microchannels and
�779 kg /m2 s for plain microchannels�. For higher mass flux,

uring subcooled flow boiling, a much less violent bubble forma-
Fig. 6 Heat transfer coefficient as a function o

ournal of Heat Transfer
tion was observed with small bubbles departing from the wall,
forming a bubbly flow. In this regime, a more uniform bubble
nucleation process was generally observed for the microchannels
with reentrant cavities. For both types of microchannels, during
the transition to saturated flow boiling, a churn flow pattern was
also observed. For low mass fluxes, flow oscillation ceased to
exist with the transition to churn flow at higher mass qualities.
This suggested that flow oscillation in microchannels for low sur-
face tension fluid is not as violent as for water and is not neces-
sarily associated with premature CHF conditions �see Sec. 4.3�.
Wispy annular flow patterns prevailed as the mass quality further
increased. When the thermal-hydraulic condition approaches CHF,
inverted annular flow was observed for low mass fluxes �G

Fig. 5 Effective heat flux at ONB for different mass fluxes
f channel heat flux for different mass fluxes

DECEMBER 2009, Vol. 131 / 121011-5
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389 kg /m2 s� for both microchannels, which was characterized
y a liquid core surrounded by vapor sublayers. However, while
he heat transfer coefficient decreased, the surface temperature
as steady and did not indicate CHF. It appears that very thin

iquid layers were presented adjacent to channel walls. The in-
rease in surface temperature indicates that some dry spots started
o form on the channel walls. It also appears that the liquid core
as adjacent to the insolated top Pyrex surface, which suggests

hat the void fraction was significantly higher than it appears on
ig. 3�e� as indicated by high vapor mass quality �Fig. 4�. CHF
as observed in close proximity to the inverted annular flow.
Figure 5 shows the heat flux at ONB as a function of mass flux

or both types of microchannels. Significant lower heat flux at
oiling inception was observed for the microchannels with reen-
rant cavities. These results are consistent with existing studies for
ow boiling in macroscale channels �17,18�. Likewise, a study
erformed by the current authors on similar device using water
15� showed the same trend �i.e., reentrant cavities provided much
ower heat flux at ONB�. It was suggested that the reentrant cavi-
ies are very effective in triggering boiling at much lower super-
eated surface temperatures than plain channels. As a result, the
icrochannels with reentrant cavities had a longer and more

table subcooled boiling region.

4.2 Heat Transfer Coefficient. The local heat transfer coef-
cient as a function of channel heat flux for both microchannels is
hown in Fig. 6. Note that the heat transfer coefficient h is defined
ased on the wall to mean liquid temperature difference

h = q�/�T − Tl� = �q�/�	Tsat + 	Tsub� for Tl � Tsat�x � 0�
q�/	Tsat for Tl = Tsat�x 
 0� �

�11�

ow heat transfer coefficients �h�10,000 W /m2 k� were ob-
erved for single-phase flow. Suppression of boiling inception
temperature overshoot� is apparent for the plain microchannels,
s discussed in Sec. 4.1, which is shown by an extended single-
hase region. For mass fluxes below 1120 kg /m2 s, as the chan-
el heat flux increased, a sudden increase in the heat transfer
oefficient for the plain microchannels was detected, accompanied
ith boiling inception at local mass quality of x�0. For this
evice, subcooled flow boiling merely existed for G
779 kg /m2 s. As indicated in Sec. 4.1, rapid bubble growth was

bserved for low mass fluxes especially in the plain channel as a
esult of high superheat temperature. It was argued by Kuo and
eles �33� that in microchannels, the heat transfer enhancement
uring nucleate boiling was associated with vigorous flow agita-
ion of the bulk laminar liquid flow caused by the bubble forma-
ion and motion. For plain microchannels, at the stage where
ubble grew hastily and form slug or annular flow downstream,
he sudden liquid mixing caused by the rapid bubble growth en-
anced the heat transfer coefficient significantly. However, this
nhancement is rarely manageable as it often associated with flow
nstability. For mass fluxes higher than 1606 kg /m2 s, significant
nhancements of heat transfer coefficient were observed �–30%�
or the reentrant-cavity microchannel compared with the plain mi-
rochannel. This result is in agreement with the previous study of
uo and Peles on water boiling flow in similar microchannels

15�, in which the heat transfer coefficient was enhanced by up to
0% for reentrant-cavity microchannel compared with plain mi-
rochannel for high mass fluxes �G
303 kg /m2 s for water�.
he enhanced heat transfer coefficient was a result of a more
onsistent and uniform distribution of bubbles for high mass flux.

As the channel heat flux further increased �x�0�, a transition to
hurn flow, and later to wispy annular flow patterns, was ob-
erved, as indicated in Sec. 4.1, and convective boiling began to
revail. With the transition to saturated flow boiling and the cor-
esponding flow pattern transition, bubble nucleation gradually
iminished and the reentrant cavities ceased to be active; under

hese conditions, the reentrant-cavity microchannel did not seem

21011-6 / Vol. 131, DECEMBER 2009
to perform better than the plain microchannel. This was especially
significant for high mass qualities, as shown in Figs. 6�a�–6�c�.
The result concurs with flow visualization, where the flow patterns

Fig. 7 „a… qCHF� , „b… BoCHF, and „c… xe,CHF as a function of mass
flux
for both channels showed good agreement.
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4.3 Critical Heat Flux. In conventional scale, the CHF con-
ition is primarily a function of mass flux �G�, exit quality �xe�,
ystem pressure �p�, channel hydraulic diameter �dh�, channel
ength �L�, and fluid properties �34�. The dependency of qCHF� on
ass flux and channel exit quality are examined here. Figure 7�a�

hows qCHF� as a function of mass flux for both types of micro-
hannels. Very similar values of qCHF� were observed for the plain
icrochannels and the channels with reentrant cavities. As indi-

ated in Sec. 4.1, the annular and inverted annular flow patterns at
he channel exit and the relatively high exit quality at CHF con-
itions, suggests that CHF is triggered by liquid dryout. Without
he premature CHF caused by boiling instability, the heat transfer
echanisms are similar for both microchannels at conditions im-
ediately prior to dryout, and, thus, the CHF values are similar.
ote that for the low mass fluxes, the CHF was not affected by the

apid bubble growth flow pattern at low mass qualities. This
omewhat contradicts early studies �25,35�, which indicated that
ow oscillation can trigger premature CHF. It appeared that the
apid bubble growth observed at low qualities and low mass fluxes
s not sufficiently violent to trigger premature CHF. Once the mass
uality increases beyond a certain threshold �x
0�, flow oscilla-
ions are suppressed and are no longer detrimental factors control-
ing CHF.

It is also shown in Fig. 7�a� that CHF increases with mass flux
or both microchannels. The functional dependency of CHF and
ass flux can be reduced to

qCHF� = 3.03 � G0.5 �12�

ith a MAE of 8.5%. Boiling number at CHF condition �BoCHF�
ere also obtained. Kuo and Peles �35� suggested that the BoCHF

s constant for water in plain microchannels, while in the current
nvestigation, BoCHF decreased with mass flux �Fig. 7�b��.

It has been argued that for dryout mechanism, the exit quality at
HF conditions �xe,CHF� decreases with increasing mass flux

36,37�. The reduction in xe,CHF at high mass fluxes for dryout
echanism is suggested to be a result of increased droplet entrain-
ent in the vapor core depleting liquid from the wall �36� or

nterfacial wave instabilities induced by shear or surface tension

Fig. 8 The ratio of the highest measured critical heat flux to
function of dimensionless exit pressure pe /pc
orces �38�. Figure 7�c� shows xe,CHF as a function of mass flux for

ournal of Heat Transfer
both microchannel devices. Significant reduction in exit qualities
with increasing mass flux can be observed for flow boiling of
HFE-7000. The results concur with the data of Koşar and Peles
�37� for R123 in 223 �m hydraulic diameter microchannels.
However, they conflict with the data of Kuo and Peles �35� for
water flow boiling in plain microchannels, which suggested CHF
to be independent of mass quality. The contradicting conclusion
may be a result of considerably smaller surface tension of coolant
such as HFE-7000 and R123 than water. Considering the surface
tension to be an important variable determining the liquid entrain-
ment and the interfacial waves, the droplet and interface wave
formations for HFE-7000 are very different from water.

Gambill and Lienhard �39� proposed that a practical limitation
of the maximum heat flux exists for boiling. They suggested that
the maximum achievable CHF for pe /pc�0.01 is 10% of the
maximum heat flux calculated from the kinetic theory. Figure 8
shows the ratio of the critical heat flux to the maximum heat flux
from the kinetic theory qCHF� /qmkv� as a function of dimensionless
exit pressure pe /pc. Results from several previous studies for CHF
in microchannels using water and different coolants are also pre-
sented �15,16,35,37,40,41�. The CHF data of the present study are
much lower than Gambill and Lienhard’s limitation, which might
suggest that the CHF in microchannels are fundamentally lower
than in conventional scale channel. However, in the current study,
a maximum qCHF� /qmkv� value of 0.02 was obtained for pe /pc
0.058 and G=3025 kg /m2 s, which is considerably higher than
the values obtained by Koşar and Peles �37� for a similar pe /pc

value. Higher qCHF� /qmkv� value was obtained as the mass flux in-
creased for the same system pressure. The results show that higher
heat flux is achievable in microchannel with higher mass flux or
different working fluid. Further studies are needed to be con-
ducted at even higher mass fluxes to explore the heat flux limita-
tion in microchannels.

5 Conclusion
Flow boiling in parallel microchannels with low surface tension

fluid HFE-7000 was experimentally studied. Two types of micro-
channels were examined: plain-wall microchannel and microchan-

e maximum heat flux from the kinetic theory qCHF� /qmkv� as a
th
nel with structured reentrant cavities on the side walls. Flow mor-
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hologies, boiling inceptions, heat transfer coefficients, and
ritical heat fluxes were obtained and studied for mass fluxes
anging from G=164 kg /m2 s to G=3025 kg /m2 s. Compari-
ons between the enhanced and plain-wall microchannels were
erformed. The key findings of this study are as follows:

1. Similar flow patterns were observed for both microchannels:
bubbly flow, oscillating single-phase liquid/single bubble/
slug tail, churn flow, wispy annular flow, and inverted annu-
lar flow. However, transition lines between flow patterns
showed some discrepancy between the two devices. It was
observed that oscillating single-phase liquid/single bubble/
slug tail extend to higher mass fluxes in the plain microchan-
nel.

2. Delay of boiling was observed for flow boiling in the plain
microchannels, while the wall superheat was found to be
significantly reduced at ONB for the reentrant-cavity micro-
channels.

3. Rapid bubble growth caused a step wise increase in the heat
transfer coefficient for low mass flux in the plain microchan-
nel.

4. Heat transfer coefficient was found to be enhanced by up to
30% for the reentrant-cavity microchannel compared with
the plain microchannel. However, this enhancement dimin-
ished at high mass qualities where convective boiling pre-
vailed.

5. Dryout was established to be the CHF mechanism under the
current thermal-hydraulic condition. This concurs with the
annular flow pattern and the heat transfer performance prior
to CHF conditions for both microchannels. Without the pre-
mature CHF caused by boiling instability, reentrant cavities
did not enhance the CHF for HFE-7000.
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omenclature
Ap � platform area �heating surface area above the

heater� �m2�
As � total channel cross section area �m2�
At � total channel surface area �m2�

Bo � Boiling number, q� /Ghfg
G � mass flux �kg /m2 s�
H � channel height m
h � heat transfer coefficient �W /m2 °C�

hfg � latent heat of vaporization �J/kg�
hsp � single-phase heat transfer coefficient

�W /m2 °C�
I � electrical current �A�

ks � thermal conductivity of the substrate �silicon�
�W /m °C�

L � distance from the inlet of the microchannel �m�
L0 � channel length �m�
p � pressure �kPa�
P � electrical power �W�
q� � heat flux �W /cm2�

qch� � channel wall heat flux �W /cm2�
qeff� � effective heat flux �W /cm2�

Q̇loss � heat loss �W�
R
 � electrical resistance ���

21011-8 / Vol. 131, DECEMBER 2009
Re � Reynolds number, vD /�
t � thickness of the silicon substrate �m�
T � local surface temperature �°C�

Tin � inlet temperature �°C�
Tl � mean liquid temperature �°C�

Tthermistor � thermistor temperature �°C�
	Tw � wall superheat, T−T �°C�

	Tsat � saturation superheat, T−Tsat �°C�
	Tsub � subcooled temperature, Tsat−T �°C�

V � electrical voltage �V�
W � channel width �m�
v � velocity �m/s�
X � true vapor mass quality
x � �thermodynamic� local mass quality

Greek
 � density �m3 /s�
� � viscosity �N s /m2�
� � surface tension �N/m�

Subscripts
ch � channel
eff � effective

l � liquid
sat � saturation

sub � subcooled
tp � two-phase
v � vapor
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Effect of Internal Wick Structure
on Liquid-Vapor Oscillatory Flow
and Heat Transfer in an
Oscillating Heat Pipe
Liquid-vapor oscillating flow and heat transfer in a vertically placed oscillating heat pipe
(OHP) with a sintered particle wick structure are analyzed in this paper. The oscillatory
flow of the liquid slug is driven by the variations in pressures in the vapor plug due to
evaporation and condensation. The evaporation and condensation heat transfer coeffi-
cients are obtained by solving the microfilm evaporation and condensation on the sin-
tered particles. The sensible heat transfer between the liquid slug and the channel wall
are obtained by analytical solution or empirical correlations depending on whether the
liquid flow is laminar or turbulent. The effects of the sintered particles wick structure on
the oscillatory flow, as well as sensible and latent heat transfer, are analyzed and com-
pared with the results without wick structure. A parametric study on the oscillatory flow
and heat transfer in the OHP with sintered particle wick structure is also performed.
�DOI: 10.1115/1.3222736�
Introduction
Oscillating heat pipe �OHP� is a very promising heat transfer

evice that can be utilized to transfer a large amount of heat from
he heating section to the cooling section. It is potentially very
seful for the chipset industry where the large amount of heat is
enerated and needs to be transferred within a limited time and
rea. In addition to its excellent heat transfer capability, it also
osses advantages over the conventional heat pipe that include its
imple structure and absence of friction between liquid and vapor
hases �1,2�.
OHP is made up of a long, continuous capillary tube bent into
any turns with sufficiently small inner diameter to ensure the

ormation of liquid slugs. If the diameter is too large, the liquid
nd vapor phases tend to stratify �3�. Due to the oscillation of the
orking fluid in the axial direction of the tube, heat is transported

rom the heating section to the cooling section via latent and sen-
ible heat, which is dominant when the flow pattern in the OHP is
lug flow �4,5�. At the cold state, the liquid slugs in the OHPs are
n their equilibrium positions. If triggered by the starting pulse,
he liquid slugs depart from their equilibrium positions and oscil-
ation is initiated. The heat input, acting as the driving force, in-
reases the pressure of the vapor plug in the evaporator section.
eanwhile, the condensation that takes place in the condenser

ection results in decreasing vapor pressure in the condenser sec-
ion. The pressure difference between two ends of the liquid slug
auses liquid slug to move from the evaporator section to the
ondenser section. The movement of the liquid slug causes expan-
ion of the vapor plug with higher pressure and compression of
he vapor plug with low pressure so that the pressure difference
etween the two ends of the liquid slug decreases as the liquid
lug moves. The pressure difference can also change its sign as the
ovement of the liquid causes the vapor plugs that was originally

n the evaporator �condenser� section moves to the condenser
evaporator� section. This process is repeated and the oscillation
f the liquid plugs and vapor bubbles in the OHP can be sustained.
Dobson and Harms �6� developed a simple mathematical model

1Corresponding author.
Manuscript received January 13, 2009; final manuscript received April 9, 2009;
ublished online October 15, 2009. Review conducted by Louis C. Chow.

ournal of Heat Transfer Copyright © 20
to study the behavior of an OHP with an open-end. They reported
that the oscillating behavior would be different for different initial
conditions. Zhang and Faghri �7� investigated the heat transfer
process in an oscillating heat pipe with an open-end by consider-
ing the thin film evaporation and condensation. Wong et al. �8�
proposed a theoretical model of OHP based on a Lagrange ap-
proach in which the flow was modeled under adiabatic condition.
Hosoda et al. �9� reported a simplified numerical model of an
OHP in which temperature and pressures are calculated by solving
the momentum and energy equations for a two-dimensional two-
phase flow. Experimental results were used as initial conditions
for the model. The numerical results for pressure in the OHP are
higher than the experimental results and the model did show that
propagation of vapor plugs induced fluid flow in the capillary
tubes. Shafii et al. �5� developed a theoretical model to simulate
the behavior of the liquid slugs and the vapor plugs in both
closed- and open-loop OHPs with two turns. They concluded that
the number of vapor plugs was reduced to the number of heating
section no matter how many vapor slugs were initially in the OHP.
Based on their research, the OHP with even turns is symmetric
and can be modeled as several U-shaped channels. Zhang et al.
�10� analyzed the liquid-vapor oscillating flow in a U-shaped min-
iature channel. Xu and Zhang �11� studied sensible and latent heat
transfer during liquid-vapor flow in a U-Shaped miniature tube.

Wick structure is commonly used in conventional heat pipes to
provide capillary force to return liquid from the condenser section
to the evaporator section �12�. In order to achieve the maximum
heat transport through the heat pipe, the geometry of the wick
must be optimized. For example, a higher capillary pressure can
be achieved by small pore size but large pore size results in lower
liquid pressure drop in the wick. Therefore, many different types
of wick structures have been developed in order to optimize the
performance of the conventional heat pipes. The commonly used
wick structures in a heat pipe include grooved, sintered particles,
mesh, and screened wick structure. The sintered particle wick
structure is manufactured by packing the tiny metal particles in
powder form between the inner heat pipe wall and a mandrel. This
assembly is then heated until the metal spheres are sintered to
each other and to the inner wall of the heat pipe. The effective
DECEMBER 2009, Vol. 131 / 121012-109 by ASME
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hermal conductivity of sintered particle wick is much higher than
ther wick structure, however, the permeability of the sintered
articles wick structure is relatively low �12�.
Based on the experience in conventional heat pipes, it will be

ogical to assume that the heat transfer performance of an OHP
ill be improved by adding wick structures. Zuo et al. �13� pro-

otyped an OHP with sintered metal wicks and it achieved high
eat fluxes. The wick aided the distribution of liquid throughout
he OHP and provides more nucleation sites for bubbles to form.
olley and Faghri �14� analyzed the OHP with capillary wick and
eveloped a model to determine the contribution of adding a sin-
ered particle wick structure. Empirical correlation was used in
heir work to obtain boiling heat transfer coefficient from the sur-
ace of the wick structure. In this paper, liquid-vapor flow and
eat transfer in a miniature U-shaped miniature channel will be
nalyzed and the effects of wick structure on heat transfer perfor-
ance will be investigated.

Physical Model for Oscillatory Flow
A schematic diagram of the physical model is shown in Fig. 1.

he inner surface of a U-shaped miniature channel is coated with
layer of sintered metal particles. The inner diameter of the min-

ature tube measured from the surface of the sintered wick is d and
ts total length is 2L. The two ends of the U-shaped miniature
hannel are sealed. The two evaporator sections have a length of
e locating near the two ends of the tube. The part between the

wo evaporation sections is the condensation section with a length
f 2Lc, which is located at the bottom of the U-shaped tube. The
all temperatures at the heating and cooling sections are Te and
c, respectively. The length of the liquid slug is Lp and the dis-
lacement of the liquid slug is represented by xp, which is zero
hen the liquid slug is exactly in the middle of the U-shaped
iniature channel. The displacement is positive when the liquid

lug shifts to the right side; when it shifts to the left side the
isplacement is negative.
If the initial value of displacement xp0 is positive, part of the

apor plug in the left side is in contact with the condenser section;
ondensation in the left part will cause the pressure of the left
apor plug p1 to decrease. The pressure difference between the
wo vapor plug will cause the liquid slug moving to the left direc-

Fig. 1 Physical model
ion and it will leave a liquid layer behind. Evaporation of the

21012-2 / Vol. 131, DECEMBER 2009
liquid layer left behind on the surface of the sintered wicks causes
the pressure of the right vapor plug p2 to increase and the pressure
difference between the two ends of the liquid slug is further in-
creased. When the displacement xp becomes zero, there is neither
evaporation nor condensation in two vapor plugs but the liquid
slug keeps moving due to its inertia. When the liquid moves to the
left side �xp�0�, the pressure difference changes its sign. The
oscillation of the liquid slug can be maintained by alternative
evaporation and condensation in the two vapor plugs.

The displacement of liquid slug �10� can be expressed as fol-
lowing:

AcLp�l
d2xp

dt2
= �pv1 − pv2�Ac − 2�lgAcxp − �dLp�p �1�

where Ac=�d2 /4 is the cross-sectional area of the tube and �p

=Cl�lvl
2 /2 is the shear stress acting between the liquid slug and

the tube, where the friction coefficient can be determined by

Cl = �16/Re Re � 2000

0.078 Re−0.2 Re � 2000
� �2�

Utilizing the first law of thermodynamics to the two vapor
plugs, one obtains

d�mv1cvTv1�
dt

= cpTv1
dmv1

dt
− pv

�

4
d2dxp

dt
�3�

d�mv2cvTv2�
dt

= cpTv2
dmv2

dt
+ pv

�

4
d2dxp

dt
�4�

It is assumed that the behaviors of the vapor plugs can be modeled
using ideal gas law, i.e.,

pv1�Le + xp�
�

4
d2 = mv1RTv1 �5�

pv2�Le − xp�
�

4
d2 = mv2RTv2 �6�

The masses of two vapor plugs �10� can be obtained from Eqs.
�3�–�6� as

mv1 = C1pv1
1/��Le + xp� �7�

mv2 = C2pv2
1/��Le − xp� �8�

where C1 and C2 are integral constants. Since the structure of the
U-shaped channel is symmetric, the two integral constants are the
same, i.e., C1=C2=C. The temperatures of the two vapor plugs
can be obtained by substituting Eqs. �7� and �8� into Eqs. �5� and
�6�, i.e.,

Tv1 =
�d2

4CR
pv1

��−1�/� �9�

Tv2 =
�d2

4CR
pv2

��−1�/� �10�

To determine the integration constant, it is necessary to choose a
reference state of the U-shaped miniature channel. At the refer-
ence state, the pressures of both vapor plugs are p0, the tempera-
tures of both vapor plugs are T0, and the displacement of the
liquid slug is xp0. According to Eqs. �9� and �10�, the integration
constant can be expressed in term of reference state as

C1 = C2 = C =
�d2

4RT0
p0

��−1�/� �11�

Substituting Eq. �11� into Eqs. �7�–�10�, the masses and tem-

peratures of the two vapor plugs can be expressed as

Transactions of the ASME



d

w
d
t
s

t

3

w
w
c
m
n
c
d
t
a
s
s
T
i

o
h
c
�
t
r

w
a

J

mv1 =
�d2p0

4RT0
� pv1

p0
�1/�

�Le + xp� �12�

mv2 =
�d2p0

4RT0
� pv2

p0
�1/�

�Le − xp� �13�

Tv1 = T0� pv1

p0
���−1�/�

�14�

Tv2 = T0� pv2

p0
���−1�/�

�15�

The masses of the vapor plugs increase due to evaporation and
ecrease due to condensation

dmv1

dt
= �− hc�dxp�Tv1 − Tc�/hfg, xp � 0

− he�d�Le + xp��Te − Tv1�/hfg, xp � 0
� �16�

dmv2

dt
= �he�d�Le − xp��Te − Tv2�/hfg, xp � 0

hc�dxp�Tv2 − Tc�/hfg, xp � 0
� �17�

here the heat transfer coefficients in the evaporator and con-
enser sections, he and hc, must be obtained by solving evapora-
ion and condensation on the top of the sintered particle wick
tructure.

The reference state of the U-shaped miniature channel is chosen
o be the initial state of the system in this work, i.e.,

xp = xp0, t = 0 �18�

p1 = p2 = p0, t = 0 �19�

T1 = T2 = T0, t = 0 �20�

mv1 =
�d2p0

4RT0
�Le + xp0�, t = 0 �21�

mv2 =
�d2p0

4RT0
�Le − xp0�, t = 0 �22�

Latent and Sensible Heat Transfer

3.1 Evaporation Heat Transfer. Figures 2�a� and 2�b� show
ick structure and the meniscus formed between particles. For the
ick structure located in the heating section, the thin film region

an be divided into �1� nonevaporating film, �2� microfilm, and �3�
eniscus regions �see Fig. 2�c��. No evaporation occurs in the

onevaporation thin film region because the liquid-vapor interfa-
ial equilibrium temperature is elevated to the wall temperature
ue to the disjoining pressure effect. Virtually all of the evapora-
ion occurs in the microfilm region where the evaporation process
nd the disjoining and capillary pressures significantly affect its
hape. As the film thickness increases further, the evaporation rate
ignificantly drops and the curvature stays at a constant value.
his region of the interface can be referred to as the meniscus and

s the third region labeled in Fig. 2�c�.
Compared with the case without wick that evaporation can only

ccur in the liquid film left behind by the liquid slug, evaporation
eat transfer for the case with sintered particle wick is signifi-
antly enhanced due to large number of particles. Ma and Peterson
15� suggested that most of the evaporation heat transfer passes
hrough a small region that is less than 1 �m. The rate of evapo-
ation heat transfer from a particle can be obtained as

qp,eva = 2�rw sin 	max,ekl�Te − Tv�	
0

10−6
1



dx �23�

here 	max,e indicates the location of micro region, which was

ssumed to be � /2 in Ref. �16� but will be treated as a variable in

ournal of Heat Transfer
this work. The film thickness satisfies the following momentum
equation

�
dK

dx
+ K

d�

dx
−

dpd

dx
= −

f Re
 �ṁ
�x�
2
3�x��l

�24�

where

K =
d2


dx2
1 + �d


dx
�2�−3/2

�25�

pd = �lRTlv ln�a
b� �26�
are the curvature and disjoining pressure, respectively. For water,
the constant in Eq. �26� are a=1.5787 and b=0.0243. Re

=�u
 /� is the Reynolds number with film thickness as character-
istic length and ṁ
�x� is the mass flow rate of the liquid across the
thin film thickness. The corresponding boundary conditions of Eq.
�24� are 
=
0, K=0, and d
 /dy=0 at x=0 where 
0 is the non-
evaporating film thickness that is determined by


0 = exp�1

b

�Tw

Tv
− 1� hlv

RTw
− ln a�� �27�

The total evaporating heat transfer may be determined by

Qeva,p = Np,evaqp,eva �28�

where Np,eva is the total number of particles at the top surface of
wicks and it can be found by

Np,eva =
�1 − ��Asp

�rw
2 =

�1 − ���dxw,eva

�rw
2 =

4�1 − ��dxw,eva

dw
2 �29�

where Asp=�dxw,eva is the total area of top surface of sintered

Fig. 2 Wick structure and evaporation/condensation occurred
on sintered particles
porous medium, � is the porosity of the sintered wick, and xw,eva is
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Downlo
he length of the part expose to evaporation along the tube, which
aries with the displacement of the liquid slug. When xp�0,
w,eva,1=Le; xw,eva,2=Le−xp; when xp�0, xw,eva,1=Le+xp; xw,eva,2
Le.
Thus, the evaporation heat transfer coefficient is

he =
Qp,eva

Asp�Te − Tv�
=

Np,evaqp,eva

�dxw,eva�Te − Tv�
�30�

3.2 Condensation Heat Transfer. The physical model of
ondensation on the sintered wick surface is illustrated in Fig.
�d�. Condensation takes place on the entire cap of the particles
nd the condensate flows into the menisci between particles. The
ondensation heat transfer in the cooling section is also signifi-
antly enhanced due to addition of the wick structure. For con-
ensation on a spherical particle in sintered wick, condensation
ccurs on only part of the sphere �top portion� 	�	max,c �see Fig.
�d��. Neglecting the inertia term, the momentum equation for the
iquid film is:

��

�2u�

�y2 = − g sin 	��� − �v� �31�

here u=0 at y=0 and �u /�y=0 at y=
. Equation �31� can be
ntegrated to obtain

u� =
g sin 	

��

��� − �v��y
 −
y2

2
� �32�

By performing mass and energy balances across the thin film,
he film thickness �17� can be obtained as


 =� 8��k�dw�Tsat − Tw�
����� − �v�gh�v

·
1

sin8/3 	
	

0

	

sin�5/3� 	d	��1/4�

�33�

The total heat transfer rate from one particle is

qp,con =	
0

	max,c k��Tsat − Tw�



· 2�rw
2 sin 	d	 �34�

ubstituting Eq. �33� into Eq. �34�, the rate of condensation heat
ransfer per particle becomes

qp,con =
�

4
dwk��Tsat − Tc�
 2��k��Tsat − Tc�

����� − �v�gh�vdp
3��1/4�

	
0

	max,c

sin�5/3� 	
	
0

	

sin�5/3� 	d	�d	 �35�

hich accounts for the condensation occurred on the top of the
article. The condensation occurs on the menisci surface between
articles can be neglected. The number of the sintered particle in
he condenser section is

Np,con =
�1 − ��Asp

�rw
2 =

�1 − ���dxw,con

�rw
2 =

4�1 − ��dxw,con

dw
2 �36�

hen xp�0, xw,con,1=xp; xw,con,2=0; when xp�0, xw,con,1=0;
w,con,2=−xp. The total rate heat transfer is the heat transfer rate
er particle times the number of particles in the condenser section.
hus, the condensation heat transfer coefficient is

hc =
Ncon,pqp

�dxw,con�Tv − Tc�
�37�

3.3 The Sensible Heat Transfer. The energy equation for the
iquid slug in a coordinate system moving with the liquid slug is

1

�l

�Tl

�t
=

�2Tl

�xl
2 −

h�d

klA
�Tl − Tw� �38�
hich subjects to the following initial and boundary conditions:

21012-4 / Vol. 131, DECEMBER 2009

aded 31 Oct 2009 to 202.120.2.30. Redistribution subject to ASME
T = Tc, t = 0, 0 � xl � Lp �39�

T = Tv1, xl = 0 �40�

T = Tv2, xl = Lp �41�

The wall temperature of the tube can be either Te or Tc depend-
ing on the displacement of the liquid slug, i.e., when xp�0

Tw = �Tc, 0 � xl � Lp − xp

Te, Lp − xp � xl � Lp
� �42�

when xp�0

Tw = �Te, 0 � xl � �xp�
Tc, �xp� � xl � Lp

� �43�

Since the Reynolds number of the liquid slug varies in a wide
range that covers laminar, transition, and turbulent flow, the heat
transfer coefficient h of the liquid slug varies from time to time.
For laminar regime, the convective heat transfer problem is con-
sidered as thermally developing Hagen–Poiseuille flow and the
Nusselt number can be obtained analytically �5�. In the transition
and turbulent regimes, the Nusselt number can be obtained by
using empirical correlations �5�. The sensible heat transfer into
and out from the liquid slug can be obtained by integrating the
heat transfer over the length of the liquid slug, i.e.,

Qin,s,l =	Lp−xp

Lp

�dh�Te − Tl�dxl xp � 0

	
0

�xp�

�dh�Te − Tl�dxl xp � 0� �44�

Qout,s,l =	0

Lp−xp

�dh�Tl − Tc�dxl xp � 0

	
�xp�

Lp

�dh�Tl − Tc�dxl xp � 0� �45�

4 Numerical Solution
Based on the above governing equations and using an implicit

scheme, the results of each time-step can be obtained by following
the numerical procedure outlined as follows:

1. Assume the temperatures of the two vapor plugs Tv1 and
Tv2.

2. Solve for the vapor pressures pv1 and pv2 from Eqs. �14� and
�15�.

3. Solve for xp from Eqs. �1� and �2�.
4. Obtain the new masses of the two vapor plugs mv1 and mv2

by account for the change in vapor masses from Eqs. �16�
and �17�.

5. Calculate the pressure of the two vapor plugs pv1 and pv2
from Eqs. �12� and �13�.

6. Solve for Tv1 and Tv2 from Eqs. �14� and �15�.
7. Compare Tv1 and Tv2 obtained in step 6 with assumed values

in step 1 and if the differences meet the small tolerance, then
go to the step 8; otherwise, the above procedure is repeated
until a converged solution is obtained.

8. Obtain the evaporation and condensation heat transfer coef-
ficient from Eqs. �30� and �37�.

9. Solve for liquid temperature distribution from Eq. �38� and
calculate Qsensible.

10.
 Use Eqs. �23� and �35� to calculate Qlatent.
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After the time-step independent test, it was found that the time-
tep independent solution of the problem can be obtained when
ime-step is �t=110−4, which is used in all numerical simula-
ions.

Results and Discussions
To make sure that the comparison between the cases without

ig. 3 Liquid slug displacement and temperature and pres-
ure of vapor plugs without wick
nd with wick structure is fair and objective, the parameters of the

ournal of Heat Transfer
U-shaped miniature tube without wick structure are based on
those used by Shafii et al. �5� who performed thermal modeling of
unlooped and looped OHPs with two turns and concluded that the
oscillation of the two liquid slugs is symmetric. Simulation is first
performed using the parameters same as Ref. �5� and the results
are shown in Fig. 3. The parameters of the miniature channel are
Le=0.1 m, Lc=0.37 m, Lp=0.35 m, d=0.0015 m, Te=120°C,
and Tc=20°C. The initial temperature of the vapor plug is Tvi
=35°C and the initial pressures of the vapor plugs are pvi
=5628 Pa, which is the saturation pressure that corresponds to the
initial temperature. The heat transfer coefficient at the heating
wall is hh=150 W /m2 K and the heat transfer coefficient at the
cooling wall is hc=100 W /m2 K. The frequency of the displace-
ment of the liquid slug shown in Fig. 3�a� is identical as those of
Ref. �5� but the amplitude of the liquid displacement obtained in
this paper is lower than that in Ref. �5�. The amplitude of oscilla-
tion obtained by Shafii et al. �5� was higher because the effective
lengths of evaporation and condensation were treated as constants
in their model. On the contrary, the lengths of evaporation and
condensation in this work were treated as variables depending on
the displacement, as indicated by Eqs. �16� and �17�. Similarly, the
vapor temperatures and pressures shown in Figs. 3�b� and 3�c�,
respectively, also have the same frequency as Ref. �5� but the
amplitudes are lower due to different effective evaporation and
condensation lengths. The sensible and latent transfers are shown

Fig. 4 Sensible and evaporative heat transfer without wick
in Fig. 4, which also exhibit the similar trend, as seen in Ref. �5�.

DECEMBER 2009, Vol. 131 / 121012-5
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he contribution of sensible heat transfer is dominant and the
ffect of latent heat transfer on the overall heat transfer is rela-
ively insignificant.

Simulation is then carried out for the case with internal wick
tructures and the results are compared with the case without
ick. The inner diameters of the U-shaped miniature channels
ith and without the sintered particles are considered to be the

ig. 5 Comparison of liquid slug displacement, temperature
nd pressure of vapor plugs
ame so that the difference between the two sets of the results are

21012-6 / Vol. 131, DECEMBER 2009
due to the effect of the sintered particles only. The diameter of the
sintered particles is dw=0.000135 m and the porosity of the sin-
tered wick is �=0.4. The two angles 	max,e and 	max,c are set to be
equal to 60 deg. Figure 5�a� shows the comparison of the dis-
placement for the cases with and without sintered particles. It can
be seen that, after wick is added, the magnitude of the liquid slug
displacement is increased by 20% and the phase is slightly de-
layed. The frequency of oscillation for the cases with sintered
particles wick is decreased compared with that of the case without
wick. Figure 5�b� shows the comparison of vapor plug tempera-
tures for the cases with and without sintered particle wick. It can
be seen that the temperature of left vapor plug with wick has a
much wider temperature range: while the maximum temperature
is increased by about 5%, the minimum temperature is decreased
from around 55°C to about 40°C. Similar to the trend on liquid
slug displacement, there is a slight delay in the phase for the case
with sintered particle wick, and the frequency is decreased. The
variations in the pressures of the left vapor plugs for the case
without and with wick structure are shown in Fig. 5�c�. It can be
seen that the addition of sintered particle wick exhibited the simi-
lar trend as the vapor plug temperatures. Therefore, one can con-
clude that adding the wick will increase the amplitudes of dis-
placement, vapor plug temperature, and pressure while the
frequency will slightly decrease.

Figure 6�a� shows the comparison of sensible heat transferred
into the liquid for the cases with and without wick structure. The

Fig. 6 Comparison of sensible and evaporative heat transfer
phase of the oscillation of sensible heat transfer in and out of the

Transactions of the ASME



l
t
s
t
c
w
t
w

F
m

J

iquid slug is slightly delayed after the addition of the wick. Due
o enhanced oscillatory motion of the liquid slug, the average
ensible heat transfer rate is increased from 22.39 W without sin-
ered particle wick to 26.57 W with wick, a 19.1% increase. The
omparison of latent heat transfer for the cases with and without
ick is shown in Fig. 6�b�. It is seen that the evaporation heat

ransfer is greatly enhanced with addition of the sintered particle

ig. 7 Effect of the inner diameter on liquid slug displace-
ent, temperature and pressure of vapor plugs with wick
ick. Due to the increase in evaporation area and new evaporation

ournal of Heat Transfer
mechanism, the average evaporation heat transfer increases from
0.39 W to 0.64 W, a 90% increase. Thus, the addition of sintered
particles changed the evaporation/condensation mechanism in a
similar trend as on the other parameters but with a significantly
large magnitude. The overall heat transfer enhancement after ad-
dition of wick, including both sensible and latent heat transfer, is
about 20%.

The effect of the diameter of the channel with sintered particle
wick on its oscillatory flow and heat transfer is then studied and
the results are shown in Figs. 7 and 8. Figure 7�a� shows the effect
of the channel diameter on the displacement of the liquid slugs.
The increase in inner diameter notably affects the frequency of the
liquid slug oscillation but it does not affect the maximum dis-
placement of the liquid slug. The phase of oscillation also ad-
vances with increasing channel diameter. The vapor temperature
and pressure variations, as shown in Figs. 7�b� and 7�c�, experi-
ence similar trends as that of the liquid slug displacement: the
magnitudes are not affected by the channel diameter but the fre-
quencies are decreased by about 30%. Figure 8 shows the effect of
channel diameter on the sensible and latent heat transfer. It can be
seen from Fig. 8�a� that the sensible heat transfer experiences an
increase in its magnitude: The maximum sensible heat transfer is
increased from around 40 W to about 65 W �over 50% increase�.
Besides, there is also a phase advance after the increase in inner
diameter while the frequency of oscillation is also decreased. The
performance of the latent heat transfer is shown in Fig. 8�b�,

Fig. 8 Effect of the inner diameter on the sensible and evapo-
rative heat transfer with wick
which has an increase of 15%. The average sensible heat transfer

DECEMBER 2009, Vol. 131 / 121012-7
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nto the liquid slug is around 43.74 W and the evaporation heat
ransfer of is about 0.85 W. Thus, it can be concluded that the
ncrease in inner diameter helps to increase the both sensible and
atent heat transfer.

The effects of heating section temperature on the oscillatory
ow and heat transfer performance are studied and the results are
lotted in Figs. 9 and 10. When the temperature of heating section

ig. 9 Effect of different heating section temperatures on liq-
id slug displacement, temperature and pressure of vapor
lugs with wick
s decreased from 120°C to 90°C, the amplitude of the liquid

21012-8 / Vol. 131, DECEMBER 2009
slug displacement is decreased by about 20% since the latent heat
transfer is lowered and the oscillation of liquid slug is weakened.
As can be seen from Figs. 9�b� and 9�c�, the temperature and
pressure of the two vapor plugs are also decreased, which result
less driving force for the oscillation of liquid slug and thus the
displacement is shorted. The highest temperature is decreased
from around 120°C to around 90°C and the pressure falls from
60 kPa to 45 kPa. Effects of the heating section temperature on
both the sensible and latent heat transfer are shown in Fig. 10. The
maximum sensible heat transfer is decreased from 40W to about
25 W and the frequency also decreases with decreasing Th. The
maximum latent evaporation heat transfer changed from over
4.5 W to around 3 W, a decrease of about 30%. The averaged
sensible and latent heat transfers are around 12.84 W and 0.33 W,
respectively. Therefore, the decrease in the temperature of heating
section greatly affects the heat transfer performance of the minia-
ture channel by decreasing the inner liquid slug oscillation,
temperature/pressure of the two vapor plugs, and the sensible and
latent heat transfer.

Figure 11 shows the effect of particle size on the oscillatory
flow. It can be clearly seen that the doubling the particle size
decreases the range of oscillation but increase the frequency. This
trend is attributed to the fact that the increasing the particle size
results in lower number of particle. While the amplitude of oscil-
lation for both temperature and pressure decrease with increasing

Fig. 10 Effect of different heating section temperatures on
sensible and evaporative heat transfer with wick
particle size, the minimum vapor plug temperature and pressure

Transactions of the ASME
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ecreased more than the decrease in the maximum temperature
nd pressure. Figure 12 shows the effect of particle diameter on
he sensible and latent heart transfer. It can be seen from Fig.
2�a� that the maximum sensible heat transfer shows an apparent
ecrease from about 40 W to 35 W and the frequency is also
ncreased. Similar variations occur in the latent heat transfer in
ig. 12�b�, where the maximum latent heat transfer experiences a

ig. 11 Effect of different particle sizes on liquid slug dis-
lacement, temperature and pressure of vapor plugs
0% decrease. The average sensible heat transfer after the dou-

ournal of Heat Transfer
bling the particle size is about 23.68 W while the evaporation heat
transfer is around 0.53 W. Thus, doubling the particle size has a
negative effect on the heat transfer performance of the tube, which
can greatly decrease the latent heat transfer and weaken overall
heat transfer. The effects of various parameters on the sensible and
latent heat transfer are summarized in Table 1.

6 Conclusions
The effect of internal wick structure on the oscillatory flow and

heat transfer performance of an oscillating heat pipe is investi-
gated in this paper. The results show that the addition of the wick
greatly increases the latent heat transfer as expected and the sen-
sible heat transfer is also increased. The increase in latent heat
transfer causes increases vapor plug temperature and pressure and
the amplitude of the liquid slug oscillation as well. The overall

Fig. 12 The effect of different particle sizes on the variation in
sensible and evaporative heat transfer with wick

Table 1 Effect of parameters on the performance of the
U-shaped minichannel

Type of miniature
tube

D
�mm�

Th
�°C�

Particle size
�mm�

Qsensible
�W�

Qlatent
�W�

Qtotal
�W�

Without wick 1.5 120 0.135 22.39 0.39 22.78
With wick 1.5 120 0.135 26.67 0.74 27.41

2.0 120 0.135 43.74 0.85 44.59
1.5 90 0.135 12.84 0.33 13.17
1.5 120 0.27 23.68 0.53 24.21
DECEMBER 2009, Vol. 131 / 121012-9
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eat transfer is enhanced by increasing channel diameter but de-
reased by decreasing heat section temperature and increasing
article diameter.
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omenclature
A � area, m2

cp � specific heat at constant pressure, J /kg K
cv � specific heat at constant volume, J /kg K
d � diameter of the miniature channel, m

hc � condensation heat transfer coefficient, W /m2 K
he � evaporation heat transfer coefficient, W /m2 K
hlv � latent heat, J/kg

k � thermal conductivity, W/m
K � curvature of meniscus, 1/m
L � length, m
m � mass of vapor plugs, kg
N � number of the thin film
pd � disjoining pressure, N /m2

r � curvature radius of the meniscus, m
p � vapor pressure, Pa

qp,con � condensation heat transfer on a single particle,
W

qp,eva � evaporation heat transfer on a single particle,
W

Qcon,p � total condensation heat transfer, W
Qeva,p � total evaporation heat transfer, W
Qin,s,l � sensible heat transfer into the liquid slug, W

Qout,s,l � sensible heat transfer from the liquid slug, W
R � gas constant, J /kg K
t � time, s

T � temperature, K
xp � displacement of the liquid slug, m
Z � velocity of the liquid slug, m/s

reek symbols
� � thermal diffusivity, m2 /s
� � contact angle, deg

 � film thickness, m
� � porosity
� � ratio of specific heat
� � kinematic viscosity, m2 /s
� � density, kg /m3

� � surface tension, N/m
�p � shear stress, N /m2

ubscripts
0 � initial condition
21012-10 / Vol. 131, DECEMBER 2009
1 � left vapor plug
2 � right vapor plug
c � condenser
d � disjoining
D � diameter
e � evaporator
l � liquid
p � plug

sp � particle surface
v � vapor
w � the wall of the tube
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A Statistical Model of Bubble
Coalescence and Its Application
to Boiling Heat Flux
Prediction—Part I: Model
Development
In this work a statistical model is developed by deriving the probability density function
�pdf� of bubble coalescence on boiling surface to describe the distribution of vapor
bubble radius. Combining this bubble coalescence model with other existing models in
the literature that describe the dynamics of bubble motion and the mechanisms of heat
transfer, the surface heat flux in subcooled nucleate boiling can be calculated. By decom-
posing the surface heat flux into various components due to different heat transfer mecha-
nisms, including forced convection, transient conduction, and evaporation, the effect of
the bubble motion is identified and quantified. Predictions of the surface heat flux are
validated with R134a data measured in boiling experiments and water data available in
the literature, with an overall good agreement observed. Results indicate that there exists
a limit of surface heat flux due to the increased bubble coalescence and the reduced
vapor bubble lift-off radius as the wall temperature increased. Further investigation
confirms the consistency between this limit value and the experimentally measured criti-
cal heat flux (CHF), suggesting that a unified mechanistic modeling to predict both the
surface heat flux and CHF is possible. In view of the success of this statistical modeling,
the authors tend to propose the utilization of probabilistic formulation and stochastic
analysis in future modeling attempts on subcooled nucleate boiling.
�DOI: 10.1115/1.4000024�
Introduction

Boiling, a type of phase transition, is defined as being the pro-
ess of the addition of heat to a liquid in such a way that genera-
ion of vapor occurs �1�. Liquid boiling can occur within the liquid
r at the interface of liquid-to-solid. The former is called homo-
eneous boiling, while the latter is termed as heterogeneous boil-
ng. Heterogeneous boiling occurs in three characteristic stages,
ucleate, transition, and film boiling. These stages generally take
lace from low to high surface temperatures.
Nucleate boiling is characterized by the incipience and growth

f bubbles on a heated surface. The bubbles rise from discrete
oints on a surface, whose temperature is only slightly above the
iquid’s saturation temperature. In general, the number of nucle-
tion sites on a surface increases with an increasing surface tem-
erature. An irregular boiling surface �i.e., increased surface
oughness� can create additional nucleation sites, while an excep-
ionally smooth surface, such as glass, tends to reduce this number
nder the same surface temperature conditions or to require more
uperheating of the surface for the same number of nucleation
ites.

Nucleate boiling provides a means to obtain high heat flux with
elatively low wall superheat and is of key importance in a wide
ange of industrial applications including power generation,
hemical and petroleum production, air conditioning, refrigera-
ion, etc. Typically, the forced convective nucleate boiling is en-
ountered in heat exchangers during normal and non-normal
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modes of operation in pressurized water reactors �PWRs� or boil-
ing water reactors �BWRs�, which are popular in many nuclear
power plants.

A very wide variety of studies on the prediction of wall heat
flux of the nucleate boiling have been performed in the past. Two
branches of approaches generally exist. Development of empirical
formulas by correlating measured data is often useful for quick
design purposes. However, since the formulas lack an accurate
representation of the competing heat transfer mechanisms, they
can rarely be applied with confidence to new situations. Develop-
ment of mechanistic models by considering the root cause of boil-
ing is regarded as possibly being able to provide the fundamental
explanation for the boiling phenomenon. However, attempts that
have been made during the past few decades are of limited suc-
cess, in part, due to the complexity of the problem itself. Particu-
larly, the existence of vapor bubbles and the coalescence between
them impose great difficulties not only in mechanistic modeling
but also in direct numerical simulation study. A brief overview of
both the empirical correlations and the mechanistic models is first
provided below, followed by the details of the model development
in this study. Since the empirical correlations are generally not
able to completely capture the underlying physics, they are not of
particular interest in this study and are not comprehensively re-
viewed.

In the early studies of heat flux and boiling prediction, numer-
ous correlations specific to water were developed, since water is
widely used in forced convection, i.e., in power generation sys-
tems. One of the best known correlations was given by Jens and
Lottes �2�, which relates the wall superheat to the heat flux and

pressure in a dimensional form
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�Tsat = 25q0.25e−P/62 �1�

here �Tsat is in K, q is in MW /m2, and P is in bars. An im-
roved equation giving a closer fit to the experimental data was
uggested by Thom et al. �3�

�Tsat = 22.5q0.5e−P/87 �2�

hese equations are valid up to pressures of around 200 bars and
ay be used for subcooled boiling and forced convection boiling
hen the nucleate boiling contribution is dominant.
Bowring �4� was the first to identify different heat transfer
echanisms in wall heat flux �qw� modeling. Observing bubble
otion on the heated surface, he proposed that qw should have

hree components: single-phase heat transfer �qsp�, evaporation
qev�, and the sensible heating of the liquid that occupies the vol-
me vacated by a departing bubble �qpump�. Thus, the wall heat
ux could be expressed as

qw = qsp + qev + qpump = qsp + �1 + ��qev = hsp�Tsat − TB� + qev�1 + ��
�3�

here �=qpump /qev and was found empirically. The evaporation
eat flux qev was given by the expression

qev = �vhfgVbfNa �4�

here f is the frequency of the bubbles and Na is the active
ucleation site density. The single-phase component can be calcu-
ated from other standard correlations. The ratio � was then cor-
elated by:

� = �1 + 3.2
�lcpl�Tsub

�vhfg
1 � P � 9.5

2.3 9.5 � P � 50

2.6 P � 50
� �5�

here P is pressure in bars. Taking qev and qsp from Eq. �3�, qpump
an be calculated. Bowring used experimental data for vertical
pflow in rectangular channels with pressures varying from 1.1
Pa to 13.6 MPa, heat fluxes varying from 30 W /cm2 to

60 W /cm2, and velocities varying from 0.8 m/s to 2.0 m/s, and
or all ranges of subcooling.

Rouhani and Axelsson �5� extended Bowring’s model. In their
tudy qsp was expressed in terms of wall voidage, meaning that
his mechanism only works until the surface gets fully covered
ith vapor bubbles. Unlike Bowring, they expressed qpump inde-
endently, proposing that the liquid replacing the departing vapor
ubble should be heated through a temperature gradient equal to
he mean liquid subcooling. Dix �6� also applied Bowring’s model
n his study, using R114 as the working fluid for his experiments,
hile the pressures varied from 0.35 MPa to 0.8 MPa, and mass
uxes varied from 50 kg /m2 s to 820 kg /m2 s.
Several other studies �7–9� have adopted Bowring’s model.
owever, most of them have ignored the contribution of heat

ransfer due to liquid circulation caused by bubbles disrupting the
oundary layer, and have only considered qsp and qev as the two
omponents of the wall heat flux. In most of these models qev was
ndirectly calculated using the supplied qw and qsp. For example,

aroti �8� calculated qev by assuming the fraction of wall heat
ux utilized for vapor generation was proportional to the super-
eated part of the liquid thermal layer, and applied his model to
ater pressures ranging from 2.7 MPa to 13.8 MPa. Assuming a

inear temperature profile in the liquid, he derived an expression
or the evaporation heat flux as

qev = qw� �Tw

�Tw + �Tsub
�2

�6�
he wall heat flux was assumed to be given by

21013-2 / Vol. 131, DECEMBER 2009
qw = hboil�Tw �7�

where hboil=K�Tn, with K=22P0.58 and n=3.33. In Eq. �7�, pres-
sure P is in atmosphere.

Recent approaches to mechanistic heat flux prediction started to
consider bubble motions in addition to the heat flux components
due to different heat transfer mechanisms. Sateesh et al. �10� stud-
ied the effect of bubble sliding on the heating surface and applied
the results to pool boiling heat transfer. Bubble departure and
bubble lift-off were incorporated into their model. The liquid cir-
culation caused by bubbles disrupting the boundary layer was
taken into account. They considered different mechanisms such as
latent heat transfer due to microlayer evaporation �qme�, transient
conduction due to thermal boundary layer reformation �qtc�, natu-
ral convection �qnc�, and heat transfer due to the sliding bubbles
�qtcs�. Good agreement was observed when the experimental re-
sults of other researchers �11–13� were compared with the vali-
dated model. They performed an analytical mechanistic study on
the estimation of heat flux components using an area ratio param-
eter defined as the ratio of available area per nucleation site to the
projected area of the bubble at departure, and assuming no coa-
lescence

R =
A/Na

Ad
�8�

to accommodate the effect of bubble coalescence.
From this definition, at any length of time, the number of active

nucleation sites became equal to RNa

RNa =
A/Na

Ad

na

A
=

1

Ad
�9�

Their analysis indicated a high fraction of the heat transfer due to
transient conduction and a significant contribution of the sliding
bubbles for water boiling on a vertical wall at atmospheric pres-
sure. For an organic liquid, the contribution of microlayer evapo-
ration became comparable with transient conduction at lower
pressures, and its contribution dominated at high pressure.

Basu et al. �14� performed a similar wall heat flux partitioning
study for subcooled flow boiling. They systematically studied con-
tributions from different heat transfer mechanisms �qme, qtc, and
qfc� and considered the effect of bubble sliding. Bubble mergers
�coalescence� were considered based on a merge-slide assump-
tion, i.e., after bubbles coalesce, they form a larger bubble, with
the new volume equal to the combined volumes of the participat-
ing bubbles, and continue to stay on the heated surface until the
lift-off criterion is met. Two different cases, bubble merger with
and without sliding, were considered, corresponding to low-to-
medium heat fluxes and high heat flux cases, respectively.

In the study of Basu et al., a number of dimensional and non-
dimensional correlations were developed based on their experi-
mental results at a low pressure range �0.1–0.22 MPa� using water
to provide the required parameters in their prediction, which in-
cluded the nucleation site density Na, bubble departure and bubble
lift-off diameters dd and dl, bubble waiting time and bubble
growth time tw and tg, respectively. Model predictions were then
compared with their experimental data, as well as other data sets
in the literature. Overall good agreement was obtained even at
higher pressure ranges up to 3.1 MPa when compared with Moro-
zov’s results on water �15�. The authors stated that the critical
submodels were believed to be those related to the bubble diam-
eters and bubble release frequency and that it would be essential
to acquire additional experimental data covering those conditions.

From the overview above, it is evident that existing models are
characterized by their deterministic attempts for the prediction of
wall heat flux in pool/flow boiling. In earlier approaches, one or
more of the heat flux components were obtained as ratios of other
components. In more recent approaches, the division of the wall
heat flux was correctly done, while some or all of the underlying

subprocess modeling were deterministically performed. The key
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undamental phenomena of bubble coalescence and its stochastic
haracteristics were not captured and sufficiently modeled, par-
icularly, in a statistical way. Consequently, no existing models
ere able to predict the existence of the heat transfer capacity

imit, i.e., the critical heat flux �CHF�, as the wall superheat in-
reased.

The present investigation attempts to incorporate the effect of
tochastic bubble motion in order to obtain a more realistic model
f the boiling heat transfer process. To achieve this goal, a prob-
bility density function �pdf� of the stochastic bubble coalescence
n the heated surface is derived and mathematically interpreted as
he ratio of bubbles with different radii. A mechanistic model
ased on basic principles is proposed in which heat flux compo-
ents contributed by different mechanisms are identified. In con-
unction with the formulation of bubble coalescence probability,
he total heat flux is evaluated when bubble coalescence is
resent.

Model Development
The model developed in this paper attempts to predict the sub-

ooled nucleate boiling heat flux from given wall superheat, i.e.,
o predict the boiling curve, from the single-phase forced convec-
ion region up to CHF. A qualitative boiling curve in Fig. 1 shows
he dependence of the wall heat flux q on the wall superheat
Tsat=Tw−Tsat. Following the increase of the wall superheat
long the boiling curve, there are several events that characterize
ifferent stages of the boiling.

1. Onset of nucleate boiling �ONB� at which the first bubble
forms on the heated surface. ONB characterizes the transi-
tion from single-phase forced convection heat transfer to
two phase nucleate boiling heat transfer. The surface heat
flux increases much faster thereafter compared with the
single-phase heat transfer before the ONB.

2. Departure from nucleate boiling �DNB� at which a less rapid
surface heat flux rise is observed on the boiling curve. It
conveys a signal that the heated surface reaches its peak
capacity to transport energy from the surface to the liquid
flow.

3. Critical heat flux at which an abrupt decrease in heat flux is
observed on a temperature-controlled surface. CHF charac-
terizes the termination of nucleate boiling and initiation of
transition to film boiling.

4. Minimum heat flux �MHF� at which a stable vapor film is
formed on the heated surface. MHF characterizes the initia-

Fig. 1 Typical flow boiling curve
tion of stable film boiling.

ournal of Heat Transfer
The fundamental idea underlying the proposed model is that
energy from the heated wall is first transferred to the liquid layer
adjacent to the wall, and thereafter from this superheated liquid
layer, energy is transferred to the vapor bubble by evaporation
while the remainder goes to the bulk liquid �14�. During the pro-
cess of bubble growth and bubble collapse, a large portion of the
energy is transported from the heated surface directly to the highly
subcooled bulk region in the form of latent heat. Meanwhile, di-
rect heat transfer to the bulk liquid is also enhanced by the motion
of bubbles.

Bubbles on the heated surface typically experience several sta-
tus changes following their formation until they collapse in the
bulk region. As shown in Fig. 2, a bubble can sit/stay on the
position where it is generated �A�, slide along the heating surface
�B�, or float in the bulk region �C�. Correspondingly, the events
that characterize the change of the status of a bubble include
bubble generation, bubble departure, and bubble lift-off. Mean-
while, a bubble keeps growing when it remains in contact with the
heated surface.

The proposed model couples the heat flux evaluation to the
motion of vapor bubbles. Prediction is expected to be only avail-
able and valid before reaching CHF because as vapor film starts to
build up, the transfer of energy is controlled by completely differ-
ent mechanisms, e.g., radiation and conduction, and therefore in-
validates the basis of the model.

2.1 Statistical Bubble Coalescence. When there are more
than one bubble staying on the heated surface, during bubble
growth and bubble movement, one may coalesce with another on
the heating surface if they are sufficiently close.

Two different types of assumptions can be made when bubbles
coalesce, i.e., coalesce-slide or coalesce-lift-off. For coalesce-
slide, the newly formed bubble continues to slide and grow on the
heated surface. It may coalesce with other bubbles until the crite-
rion for lift-off is reached. For coalesce-lift-off, the newly formed
bubble directly leaves the heated surface and enters the bulk re-
gion. It is observed in virtually all of our experiments with R134a
that the existence of wall generally forces the newly formed
bubble to leave the heated surface directly when two or more
bubbles coalesce. Only in some rare cases, e.g., when the differ-
ence between the two-bubble sizes is great or there exists a suit-
able local flow field with suitable velocity gradient, the new
bubble may remain attached to the heated surface or leave but
may be blown back onto the surface to continue its growth.
Hence, in this model, the theoretical derivation for bubble coales-
cence probabilities is based on the coalesce-lift-off assumption.

Bubble coalescence can happen between two stationary
bubbles, one stationary bubble and one sliding bubble, or two
sliding bubbles. It is also discovered that bubbles after their lift-
off stay in the boundary layer for a certain time before they enter
the bulk region. Some bubbles during this period may coalesce
with bubbles growing on the heated surface. However, due to the
small population of this type of event, this coalescence is ne-
glected.

2.1.1 Basic Assumptions. Bubbles are generated from active
nucleation sites on the heated surface. The placing of the active
nucleation sites is a homogeneous spatial Poisson process, i.e.,
given the active nucleation site density Na, the observed number
of active nucleation sites na on the heated surface has the Poisson

Fig. 2 Bubble in different stages during its life span
distribution �11�
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P�na� =
e−�NaAS��NaAS�na

na!
�10�

n which AS is the surface area. From the definition of homoge-
eous spatial Poisson process, it can be mathematically proven
hat the active nucleation sites on the heated surface form a uni-
orm distribution �Appendix�.

Based on the observation that bubble generation and bubble
oalescence are also random processes associated with the ran-
omly distributed active nucleation sites, several basic assump-
ions are made, from which a statistical model is composed to
xplain this physical phenomena quantitatively. First, bubbles
riginating from any single nucleation site are assumed to be gen-
rated at a constant frequency fb, which is calculated from the
ubble departure and lift-off model based on the experimental
onditions. Second, the condition for two-bubble coalescence is
efined as two perfectly spherical bubbles intersecting with each
ther in three-dimensional �3D� space.

2.1.2 Probabilities of Two-Bubble Coalescence. In order to
alculate the probabilities of two-bubble coalescence, it is neces-
ary to first rephrase this problem by using the appropriate math-
matical language. Figure 3 illustrates the bubble life span and
ubble coalescence phenomena. Consider a flat heated surface, on
op of which there exists a flow field with v�0. Assume that the
urface is sufficiently heated to generate vapor bubbles, starting
rom bubble generation at t=0; the position x and radius r of each
ubble can be described by functions x�t� and r�t�, respectively, if
t is isolated from any other bubbles.

As shown in Fig. 4, starting from bubble generation, each
ubble is assumed to stay on its bubble site for td and then to slide
long the heated surface with a certain sliding velocity from td to
l. The bubble leaves the heated surface at tl. During its whole life
pan, the bubble growth rate is controlled by the model discussed
n Sec. 2.4.3.

From the uniformly distributed active nucleation sites and the
ssumption of evenly generated vapor bubbles, the density of
ubbles on the heated surface statistically remains at constant Nb
nd, thus, any single bubble may coalesce with another bubble
uring any time interval of its life span with a certain finite prob-
bility. Once there is coalescence, two bubbles are assumed to
eave the heated surface simultaneously and sufficiently fast so

Fig. 3 Bubble life span and bubble coalescence
Fig. 4 Simplified bubble growth and bubble sliding curves

21013-4 / Vol. 131, DECEMBER 2009
that they do not affect the motion of other bubbles.
This is a continuous probability problem. Therefore, the ques-

tion is raised as: what is the probability density function �pdf� of
a bubble coalescing with other bubbles at any time?

Consider the 3D distance between the bubbles shown in Fig. 5
for a bubble A generated at t=0, u=0, for t�0

u�t� = x̂ · x�t� + ŷ · 0 + ẑ · r�t� �11�

Consider another bubble B generated at t=�, v= x̂ · l cos �
+ ŷ · l sin �, for t��

v�t� = x̂ · �x�t − �� + l cos �� + ŷ · l sin � + ẑ · r�t − �� �12�

The distance between these two bubbles v�t�−u�t� is then

v�t� − u�t� = x̂ · �x�t − �� + l cos � − x�t�� + ŷ · l sin � + ẑ

· �r�t − �� − r�t�� �13�
The sum of their radii is

r�t� + r�t − �� �14�
According to the assumption made on bubble coalescence, the
condition of A coalescing with B at time t is

	v�t� − u�t�	 � r�t� + r�t − �� for t − tl � � � t �15�

Rearrange to obtain

l2 − 2l cos ��x�t� − x�t − ��� + �x�t� − x�t − ���2 − 4r�t�r�t − �� � 0

�16�

Therefore, the condition of A coalescing with B at time t is

l1 � l � l2 �17�
in which

l1,2 = cos ��x�t� − x�t − ���

	 
4r�t�r�t − �� − sin2 ��x�t� − x�t − ���2 �18�
Now if it is assumed that during the life span of A there is

another bubble B generated within �0,xl� with probability of 1,
with the uniformly distributed nucleation sites, l is a random vari-
able that is evenly distributed within �0,xl�. Therefore, the prob-
ability of A coalescing with B during its life span, which corre-
sponds to l having an appropriate value between l1 and l2, is

Pi;B =
�0

tldt�t−tl
t d��0

2
d�2
4r�t�r�t − �� − sin2 ��x�t� − x�t − ���2

�0
tldt�t−tl

t d��0
2
d�xl

�19�
Rearrange to obtain

Pi;B =�
0

tl

dt�
t−tl

t

d��
0

2


d�

� 1


tl
2xl


4r�t�r�t − �� − sin2 ��x�t� − x�t − ���2� �20�

This probability is calculated based on the assumption that B is
generated within the range of �0,xl�. However, it is usually more

Fig. 5 Bubble relative position
convenient to perform a calculation based on the assumption of B
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eing generated within the range of �0,L�, where L is the average
istance between two adjacent nucleation sites. In this case, the
robability of A coalescing with B during its life span is given as

Pi =�
0

tl

dt�
t−tl

t

d��
0

2


d�

� 1


tl
2L


4r�t�r�t − �� − sin2 ��x�t� − x�t − ���2� �21�

he probability of A not coalescing with B during its life span is
iven as

Pni = 1 −�
0

tl

dt�
t−tl

t

d��
0

2


d�

� 1


tl
2L


4r�t�r�t − �� − sin2 ��x�t� − x�t − ���2�
=�

0

tl

dt�
t−tl

t

d��
0

2


d�

�0.5L − 
4r�t�r�t − �� − sin2 ��x�t� − x�t − ���2


tl
2L

�
�22�

Figure 6 illustrates the coalescence probability, which is the
otal volume of Pr confined by the range of l, divided by the total
olume enclosed with the dash line, within which B is assumed to
e generated. The probability density function �pdf� of A coalesc-
ng with B by definition is

pi�t,�,�� =
1


tl
2L


4r�t�r�t − �� − sin2 ��x�t� − x�t − ���2 �23�

he integral of pi�t ,� ,�� in Eq. �21� is less than 1 because in this
roblem bubbles may lift-off naturally as a result of bubble
rowth. By integrating over � and �, the pdf of A coalescing with
single bubble is given as

pi�t� =�
t−tl

t

d��
−





d� · pi�t,�,�� �24�

orrespondingly, the cumulative distribution function is

Pi�t� =�
0

t

dt · pi�t� �25�

he probability density function �pdf� of A not coalescing with B

Fig. 6 Bubble coalescence probability
y definition is
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pni�t,�,�� =
1


tl
2L
�L

2
− 
4r�t�r�t − �� − sin2 ��x�t� − x�t − ���2�

�26�

By integrating over � and �, the unconditional pdf of A coalescing
with any single bubble is given as

pni�t� =�
t−tl

t

d��
−





d� · pni�t,�,�� =
1

tl
− pi�t� �27�

The corresponding cumulative distribution function is

Pni�t� =�
0

t

dt · pni�t� �28�

2.1.3 Nucleation Site Arrangement and Compaction Factor.
On a boiling surface, the average distance of nucleation sites L is
defined by the nucleation site density Na. For a compact two-
dimensional �2D� arrangement

L = 4/
3 � Na �29�

as shown in Fig. 7�a�. In most literature, however, L was calcu-
lated via

L = 1/
Na �30�
by assuming a square grid in Fig. 7�b�, which is incorrect, as the
distances between the neighbor elements in Fig. 7�b� are not uni-
form. The real average distance should lie in between by taking
the average in some manner. By comparing Figs. 7�a� and 7�b�,
we observe that

1

Na

�
2


3Na

�
 2

Na
�31�

which confirms this assertion. Indeed, what Eq. �30� gives is the
average nearest-neighbor distance �11�.

2.1.4 Probabilities of Multiple Coalescences During Bubble
Life Span. With increased wall superheat, �Tsat, Na increases and
L decreases, while tl and td both increase. As the overall effect,
there can be on average more than one bubble existing along the
path swept by the sliding bubble A.

The number of bubbles that can potentially coalesce with
bubble A can be calculated by

Nb �
tl

td + tw
·

�tl − td�Vs + rl + r̄l

L
�

tl
td + tw

·

�tl − td�Vs +
5

3
rl

L

�32�
The first term is the average number of bubbles that are generated
from a nucleation site during the bubble life span, while the sec-
ond term is the average number of nucleation sites that the trajec-
tory of a sliding bubble covers. The influence of a bubble during
sliding is illustrated in Fig. 8.

Therefore, the cumulative distribution function of a bubble not

Fig. 7 Nucleation site arrangement and compaction factor
coalescing with one of these Nb bubbles during sliding is
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Pni,Nb
�t� = Pni

Nb�t� �33�

he pdf of a bubble not coalescing with any of these Nb bubbles
uring its sliding is

pni,Nb
�t� =

d

dt
Pni,Nb

�t� = NbPni
Nb−1�t�pni�t� �34�

imilarly, the cumulative distribution function of a bubble coa-
escing with any of these Nb bubbles during sliding is

Pi,Nb
�t� = � t

tl
�Nb

− Pni,Nb
�t� �35�

he pdf of a bubble coalescing with any of these Nb bubbles
uring sliding is

pi,Nb
�t� =

d

dt
Pi,Nb

�t� =
Nbt

Nb−1

tl
Nb

−
d

dt
Pni,Nb

�t�

=
Nbt

Nb−1

tl
Nb

− NbPni
Nb−1�t�pni�t� �36�

2.1.5 Conditional Bubble Coalescence Probability and Er-
odic Principle. Based on the coalesce-lift-off assumption, once a
ubble coalesces with another bubble, these two bubbles form a
ew larger bubble and leave the heated surface immediately. Thus,
or a bubble that actually coalesces with another bubble at time t,
t must satisfy the requirement that it should not coalesce with any
ubbles during time interval �0, t�. Therefore, the conditional pdf
f a bubble coalescing with other bubbles is the unconditional pdf
ivided by the probability that it does not coalesce with any of
hese bubbles during �0, t�, which is given by

pi,c�t� =
pi,Nb

�t�

Pni,Nb
�t�

=
Nb

tl
Nb

tNb−1 − tl
NbPni

Nb−1�t�pni�t�
Pni

Nb�t�
�37�

f we discretize t into ng �t intervals, then

pi,c � pi,c�ti��t �38�
s the probability of a bubble leaving the heated surface during the
ti , ti+�t� interval.

From the ergodic principle, if a total of Nb bubbles are observed
imultaneously, pi,c can be interpreted as the portion of Nb bubbles
n the ith group that leaves the heated surface at ti as the result of
ubble coalescence. From this interpretation, bubbles on the
eated surface can be treated as if there are simply ng groups of
ubbles, with each group containing a certain portion �pi,c� of the
otal. In each group, bubbles behave the same by staying on the
eated surface for ti and then lift-off.

2.2 Mechanisms of Flow Boiling Heat Transfer. Following
he mechanistic approach of Basu et al., the surface heat flux can
e divided into several components due to different heat transfer
echanisms, with each of them being quantified independently.
heir proposed fundamental principle is that energy from the wall

s first transferred to the liquid layer adjacent to the heated wall
nd thereafter from this superheated liquid layer, energy is trans-
erred to the vapor bubble by evaporation while the remainder
oes to the bulk liquid �14�, which is adopted in this study. In this

Fig. 8 Influence of bubble during its sliding
ection the energy balance is addressed, followed by the definition
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and expression of each heat flux component. In combining with
the bubble coalescence probability and the bubble grouping infor-
mation derived from the ergodic principle in Sec. 2.1, the total
surface heat flux is quantified in Sec. 2.3.

2.2.1 Energy Conservation. Shown in Fig. 9, several different
heat transfer mechanisms are identified in the subcooled nucleate
boiling region. Upstream of ONB, the energy is transferred via
single-phase forced convection �Qfc� over the whole heated sur-
face. Therefore

qw =
Qfc

A
= ql �39�

where ql denotes the heat flux sensed by the liquid. At down-
stream of ONB, single-phase forced convection continues to occur
on the heated surface not occupied by bubbles, which results in
sensible heating of the liquid. A thin layer of superheated liquid is,
therefore, formed on the heated surface from which bubbles can
be generated. During their growth, bubbles continue to obtain en-
ergy from this layer �Qev�. Meanwhile, due to the existence of
subcooled bulk liquid, condensation �Qc� may happen near the top
of the bubble, which provides an alternate route for heat transfer
from the wall to the bulk liquid other than the forced convection.

During bubble sliding and bubble lift-off, the superheated
boundary layer is disrupted and the space behind the bubble is
filled with colder liquid. Transient conduction �Qtc� is the major
mechanism in helping rebuild the superheated thermal boundary
layer. As bubbles grow, they lift-up the thermal boundary layer
rather than penetrating through it. Besides, the time scale of aver-
age bubble life span is short, therefore, the energy transferred due
to condensation can be neglected. By omitting the condensation,
the energy balance equation can be written as

qw =
Qfc

A
+

Qtc

A
+

Qev

A
= ql �40�

in which Qtc includes both the contribution due to bubble lift-off
and bubble sliding.

2.2.2 Forced Convection. Modeling of forced convection is
not part of the tasks in this study. Instead, we borrow the widely
accepted formula to compute forced convection heat flux

qfc = hfc�Tw − TB� �41�
For a liquid flowing in a straight circular pipe in the turbulent pipe
flow range, the Dittus–Boelter equation �16� as given by

Nu = 0.023 Re0.8 Pr0.4 �42�
can be used to calculate Nu, the Nusselt number. For asymmetri-
cally heated rectangular duct, Tan and Charters �17,18� suggested

Nu = 0.018 Re0.8 Pr0.4 �43�
in the developed-flow region and

Nul = Nu�1 + S
Dh

L
� �44�

for the local Nusselt numbers in the thermally developing region

Fig. 9 Heat transfer mechanisms at and near the wall
where
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L
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17.5
L

Dh
� 60 � �45�

rom the definition of Nu, hfc is calculated from

hfc =
Nu · kl

Dh
�46�

The surface area occupied by the bubbles increases as the wall
uperheat increases, which causes the decrease in forced convec-
ion heat flux component. When the boiling approaches DNB and
HF, the percentage of convection heat transfer approaches zero,
s is predicted by the implemented model.

2.2.3 Transient Conduction. Both bubble lift-off and bubble
liding are associated with transient conduction. This is due to the
isrupted boundary layer and because a colder liquid comes from
he surrounding region with a temperature close to Tsat to fill in
he region occupied by the moving �including sliding and lift-off�
ubble. The transient conduction process is modeled as one-
imensional transient heat conduction into a semi-infinite me-
ium, with the bulk liquid at temperature Tsat and heater surface at
emperature Tw. Based on the error function solution of the tran-
ient temperature profile, the transient conduction heat flux at the
all can be expressed as

qtc =
kl�Tw − Tsat�



lt
�47�

A basic assumption is made here that at any given moment the
ocal single-phase heat flux at any location is not lower than qfc, or
n other words, that qfc is the minimum heat flux that the heated
urface experiences �14�. Based on this assumption, we can obtain
he characteristic transient conduction period, t+, which confines
he maximum duration of transient conduction, which is calcu-
ated by equating qtc and qfc, as shown in Fig. 10

t+ = � kl

hfc

Tw − Tsat

Tw − Tl
�2 1


l
= �Dh

Nu

Tw − Tsat

Tw − Tl
�2 1


l
�48�

When a vapor bubble accelerates during its sliding and lift-off,
cceleration is also imposed on its surrounding fluid flow due to
he inertial effect of the fluid. Equivalently, the bubble behaves as
f it carries a certain amount of surrounding liquid on its interface
ith its motion. A concept of “added mass” was proposed to ac-

ount for this effect and to evaluate the necessary work done to
hange the kinetic energy associated with the fluid motion �19�.
or a purely spherical bubble, the added mass is

mam =
2


3
rl

3�l �49�

hich is one-half of the displaced mass of the fluid.
By assuming that the added liquid mass is uniformly attached to

he vapor-liquid interface as an approximation, a virtual bubble
adius of 1.51/3rl is used to replace rl in calculating the surface
rea on which transient conduction occurs, in order to incorporate
he added-mass effect. In the literature, Judd and Huang �20� sug-

1/2

Fig. 10 Transient conduction duration
ested a value of 1.8 to match their experimental data, which
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was adopted by Sateesh et al. �10� in their modeling approach. In
the model of Basu et al. �14�, however, this effect was completely
neglected.

2.2.4 Evaporation. Bubbles gain vapor from the evaporation
of both the microlayer and superheated thermal boundary layer
during their growth, while due to the existence of a subcooled
bulk liquid, condensation may happen near the bubble cap. The
net contribution from evaporation �qev� upon lift-off of a vapor
bubble is, therefore, the amount of latent heat required for genera-
tion of the vapor bubble of its size rl and thus can be expressed as

qev =
4


3
rl

3 · �vhfg �50�

2.3 Expressions for Each Heat Flux Component. As ex-
plained in Sec. 2.1.5, considering the effect of bubble coalescence
is equivalent to dividing bubbles into ng groups, with each group
containing Nafipi,c identical bubbles, behaving as if there is no
coalescence at all. Based on the ng groups of identical bubbles,
components of the surface heat flux can be calculated as shown
below.

For the ith group, the heat flux contributed by evaporation is
expressed as

qi,ev = 4
3
ri

3�vhfgNafipi,c �51�

where 4 /3
ri
3�vhfg is the contribution from a single bubble, and

Nafipi,c is the total number of bubbles in the group. If the ith
group is a nonsliding group, the transient conduction due to
bubble lift-off up to its maximum duration is expressed as

qi,tc =
2kl



l

�TsatNafipi,c
�Crri�2
min�ti,w,t+� �52�

where ti,w is the waiting time, i.e., the interval between bubble
lift-off and the next bubble generation. If ti,w� t+, the heat transfer
during t+− ti,w is governed by the forced convection

qi,fc = hfc�Tw − Tl�Napi,c
�Crri�2max�0,1 −
t+

ti,w
� �53�

If the ith group is a sliding group, there exists transient conduction
due both to bubble lift-off and bubble sliding. Similar to the non-
sliding group case

qi,tcs =
2kl



l

�TsatNafi

min�tg + ti,w,t+�

�pi,c
�Crri�2 + �
j=i

ng

pj,c2�Crri�Vs�t� �54�

If tg+ ti,w� t+, the heat transfer during t+− �tg+ ti,w� is governed by
the forced convection

qi,fcs = hfc�Tw − Tl�Napi,c2�Crri�Vs�t max�0,1 −
t+

tg + ti,w
�

�55�

On the remaining heated surface that is not affected by the
bubbles, the forced convection heat transfer is expressed as

qfc = hfcAr�Tw − Tl� �56�

The total heat flux is calculated as

qtotal = qfc + �
i

�qi,ev + qi,tc + qi,tcs + qi,fc + qi,fcs� �57�

Table 1 summarizes the expressions for each of the heat transfer
mechanisms.

2.4 Underlying Models and Required Parameters. From

the discussion in Secs. 2.1–2.3, one needs to know the density of
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ctive nucleation sites Na, bubble radius as a function of time r�t�
alculated from bubble growth model, and bubble departure ra-
ius rd and lift-off radius rl calculated from the bubble force bal-
nce model, in order to estimate the probabilities of bubble coa-
escence. It is also necessary to know the velocity and temperature
istributions in the flow field. For this purpose, models that are
idely accepted and examined or that are developed to be the
ost up-to-date to the best of authors’ knowledge are adopted in

his work to provide required parameters.

2.4.1 Turbulent Velocity and Temperature Distribution. The
urbulent velocity and temperature profiles in different geometries
ave been well defined in the literature and are necessary for this
odeling approach. The typical Re number ranges from 10,000 to

5,000 in the experiments carried out for this study, ensuring a
tabilized fully turbulent flow. With the definition of dimension-
ess turbulent velocity v+ and dimensionless distance from the
all y+, the turbulent velocity profile can be calculated from �21�

v+ = �y+ 0 � y+ � 5

− 3.05 + 5.00 ln y+ 5 � y+ � 30

5.5 + 2.5 ln y+ y+ � 30
� �58�

n which v+=v / �
�w /�l�, and y+=y�
�w /�l /��.
The similarity of the velocity and temperature profiles is con-

ected via the Prandtl number, Pr. In his paper, Levy �22� deter-
ined the bulk temperature distribution TB to be

Tw − TB = �Q Pr y+ 0 � y+ � 5

5Q�Pr + ln�1 + Pr�0.2y+ − 1��� 5 � y+ � 30

5Q�Pr + ln�1 + 5 Pr� + 0.5 ln�y+/30�� y+ � 30
�

�59�

n which Q=q / ��lcpl�
�w /�l��.
From the turbulent velocity profile, the thickness of the laminar

ublayer and the buffer layer, together with the velocity distribu-
ion within, is required for the calculation of bubble departure and
ift-off radii.

In the model development for bubble coalescence, an assump-
ion is made that the existence of bubbles does not affect the
elocity field inside the boundary layers. This assumption is un-
oubtedly valid when the number of bubbles on the heated surface
s small. For a larger number of bubbles with the increase in wall

Table 1 Expressions of different heat flux components

ev

4

3

ri

3�vhfgNafipi,c

for each group

tc

2kl



l

�TsatNafipi,c
�Crri�2
min�ti,w,t+�

for each nonsliding group

tcs

2kl



l

�TsatNafi

min�tg + ti,w,t+��pi,c
�Crri�2

+ �
j=i

ng

pj,c2�Crri�Vs�t�

for each sliding group

fc
hfc�Tw − Tl�Napi,c
�Crri�2max�0,1 −

t+

ti,w
�

for each nonsliding group

hfc�Tw − Tl�Napi,c2�Crri�Vs�t max�0,1 −
t+

tg + ti,w
�

for each sliding group
hfcAr�Tw−Tl� on the remained heated surface not covered
by bubbles
uperheat, the effect is unclear. However, the effect of existing
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bubbles on the temperature field is considered and incorporated
into the calculation of different heat flux components, which was
described in Sec. 2.2.3.

2.4.2 Active Nucleation Site Density. It is experimentally ob-
served that the increase in the wall superheat activates an increas-
ing number of nucleation sites. Many authors tried to correlate the
number of nucleation sites with either the critical cavity size �Dc
or rc� or the wall superheat �Tsat by setting

Na = const � Dc
−n �60�

or

Na = const � �Tsat
n �61�

in which

Dc =
4�Tsat

�vhfg�Tsat
�62�

n varies from 2 to 6 and is empirically determined by fitting the
measured data.

Despite the success of previous experimental studies, the
mechanism for an active nucleation site is far from being well
understood. No single model to date can give reliable prediction
without confirmation or help of experimental data. Very limited
experimental studies have been conducted in subcooled flow boil-
ing. The effect of subcooling and velocity has not been quantified,
and as such no correlation is available for Na in subcooled flow
boiling. The nucleation site density is critical in this model be-
cause it provides the only possible connection between micro-
scopic bubble movement and macroscopic observation of surface
heat flux. Since the existing models are insufficient to predict the
nucleation site density, measurement is performed and correlated
with Dc, expecting that a more precise result on the nucleation site
density is available in the future.

2.4.3 Bubble Growth. The governing equation obtained by
Mikic et al. �23� in the form of

dR+

dt+
= �t+ + 1�1/2 − �t+�1/2 �63�

where

R+ =
A

B2R, t+ =
A2

B2 t, A2 = b
hfg�v�T�

�lTsat
, B = �12



l�1/2

Ja

Ja =
�T�cl�l

hfg�v

is believed to be one of the best models to predict the bubble
growth to date. The validity of Mikic’s model has been confirmed
experimentally by Lien �24�. For t+�1 it simplifies to the Ray-
leigh solution �i.e., inertially controlled bubble growth solution�,
and for t+�1 it simplifies to the thermally controlled bubble
growth solution and gives Zuber’s model �25�

R =
2b




Ja
lt �64�

where b=
3 and Ja= ��lcpl�Tsat� / ��vhfg�.

2.4.4 Bubble Departure and Bubble Lift-Off. Bubble departure
and bubble lift-off characterize the change of the status of a
bubble on the heated surface, as well as the local heat transfer
mechanism associated with a single bubble. Following the analy-
sis on the forces operating on a growing bubble, the general form
of the momentum equation governing the bubble motion may be

expressed as
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Ftotal = mb
dV
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�65�

y setting the right hand side to zero, the balance of the bubble
orces in the x- and y-directions becomes the criteria for bubble
eparture and bubble lift-off, respectively.
Consider a growing vapor bubble attached to a wall, as shown

n Fig. 11�a�. A free-body diagram for the bubble is depicted in
ig. 11�b�, where both the liquid and the solid wall have been
emoved.

Thorncroft et al. �26� considered the net force acting on an
solated bubble that originates from five sources including a body
orce, surface tension, liquid stress at the liquid/vapor interface,

ig. 11 „a… Schematic diagram of vapor bubble; „b… free-body
iagram of bubble
onditions. In the first portion of this code, required parameters,
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normal stress due to vapor pressure at the vapor/sold interface,
and a reaction force. The net force acting on an isolated bubble
may be expressed as

F = Fbody + Fs +�
S1

�= · ndA +�
S2

pv�− n�dA + R �66�

Different force components are identified from the above expres-
sion. To better illustrate this, the main forces on the bubble may
be expressed as

Ftotal = Fbody + Fs + FB + Fcp + Fam + Fqs + Fsl + R �67�
with the expressions for each force component in Ref. �26� pro-
vided below

Fqs = 6
�l�Vr2

3
+ � 12

Reb
+ 0.75�1 +

3.315

Reb
1/2 ��−1� �68�

Fg,b = 2
�lr
2Vṙ �69�

Fg,x = − 
�lr
2�1.64ṙ2 + 0.4rr̈� �70�

Fs,x = − 1.25dw�

� − ��


2 − � − ��2 �sin  + sin �� �71�

Fs,y = − dw�



� − ��
�cos � − cos � �72�

FB = 4
3
r3��l − �v�g �73�

Fsl =
1

2
V2
�lr

2�1/2�1.146J���
Reb

1/2 �2

+ �3

4
�1/2�2�1/2

�74�
in which �= ��U /�y��r /V�
J��� � 0.6765�1 + tanh�2.5 log10 � + 0.191�� � �0.667 + tanh�6�� − 0.32��� 0.1 � � � 20

2.255 � � 20
�

nd �=
2� /Reb.

2.5 Critical Heat Flux. The prediction of CHF is a natural
xtension of the heat flux prediction in this model. As Tw in-
reases, Na, rd, and rl are all predicted to increase, resulting in an
ncreasingly populated heated surface. Bubbles are inclined to
oalesce with others during the earlier stage of their life span.
ith Tw indefinitely increasing, bubbles are eventually arranged

n the heated surface at the most compact pattern with very little
liding allowed. Their average size is confined by the predicted
verage separation distance of the nucleation sites. This math-
matical outcome is consistent with the experimental observa-
ions. In this extreme situation, the model indicates a maximum
eat flux that the heated surface can deliver.
The application of this model is limited to meeting the CHF

ondition. It is incapable of predicting the transition boiling and
he minimum heat flux because after reaching CHF, blanketing
ccurs on an increasing portion of the heated surface and restricts
ts liquid supply, which is not addressed in this study.

2.6 Data Dependency of the Model. This model contains
everal submodels with each addressing one subprocess. Shown in
ig. 12, a top-down decomposition of this model explains the
unction of each submodel and the data dependency among them.

computer code written in MATLAB is used to implement this
odel and to perform predictions based on given experimental
e.g., test liquid properties, are prepared from given experimental
conditions. Then, combined with the test section geometry, bubble
departure/lift-off radii and nucleation site density are calculated,
and, in turn, fed into the next portion of the code to compute the
conditional bubble interaction probability, giving the information
for each group of bubbles. Based on this information, the heat flux
components of different mechanisms are calculated to obtain the
total heat flux. At sufficiently high wall superheat, the predicted
Fig. 12 Data dependency of the model
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eat flux remains nearly unchanged with further increase in wall
uperheat, giving the prediction of CHF.

Summary and Discussion
A modeling study conducted of the subcooled boiling heat

ransfer is explained in this paper. The stochastic nature of bubble
otion and bubble coalescence on the boiling surface is captured

y deriving the probability density �pdf� function of bubble coa-
escence and developing the bubble lift-off radius distribution.
he surface heat flux is decomposed into components contributed
y different mechanisms, which are quantified from the bubble
ift-off radius distribution. Model prediction indicates the exis-
ence of surface heat flux limit as the wall superheat increases,
hich has not been reported in prior studies before.
Limitations do exist when trying to apply this model to differ-

nt flow regimes and conditions. This model precludes the effect
f vapor bubbles on the continuous bulk liquid phase, which
akes it potentially unsuitable for small tubes, when bubbles,

uring their growth or after their lift-off, may block the cross
ection and reduce liquid supply to the heated surface. This model
as been validated in a horizontal flat heat exchanger and vertical
ircular tube, as shown in Part II. It is practically hard to apply to
orizontal circular tubes because bubbles with different angular
ositions along the cross section are governed by different force
alance equations, making it different to apply the ergodic prin-
iple for bubble lift-off radius distribution. Finally, the submodels
re selected specifically for turbulent flow in this study; hence,
hen trying to apply the model to other flow regimes, those flow-

pecific submodels need to be replaced by their appropriate
quivalents.
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omenclature
A � surface area �m2�

bo � boiling number
co � convection number
cp � liquid specific heat, constant pressure �J /kg K�
D � diameter �m�
f � frequency of bubbles �Hz�

Frle � Froude number
G � mass flow rate �kg /m2�
h � heat transfer coefficient �W /m2 K�

hfg � latent heat �J/kg�
k � thermal conductivity �W /m K�
l � distance between two bubbles �m�

L � average distance between nucleation sites or
length along duct �m�

m � mass �kg�
n � nucleation site number
N � nucleation site density or bubble density

�1 /m2�
Nu � Nusselt number

p � probability or probability density function
P � pressure �kPa� or cumulative distribution

function
Pr � Prandtl number
q � surface heat flux �W /m2�
Q � energy �J�
r � bubble radius �m�

Re � Reynolds number
t � time �s�

T � temperature �K�
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u, v, and V � velocity �m/s�
x � void fraction or bubble position
y � distance from wall �m�

Greek Symbols
 � thermal diffusivity �m2 /s� or advancing contact

angle �deg�
� � receding contact angle �deg�
� � dynamic viscosity �Pa s�
� � kinematic viscosity �m2 s�
� � density �kg /m3�
� � surface tension �N/m�
� � shear stress �Pa�

Subscripts
a � active nucleation site

am � added-mass force or added mass �when using
with m�

b � bubble
B � bulk region or buoyancy

body � body force
c � cavity or conditional probability

cp � contact pressure force
crit � critical condition

d � departure or bubble diameter
ev � evaporation
fc � forced convection
fs � freestream acceleration force
g � growth or group

g and v � vapor
h � hydrodynamic
i � interaction �coalescence�
l � liquid, local, or lift-off

nc � natural convection
ni � noninteraction
qs � quasisteady drag force
r � radius
s � sliding, or surface tension

sat � saturated condition
sl � shear lift force
sp � single-phase heat transfer

sub � subcooled condition
tc � transient conduction
w � wall/fluid near the wall, or waiting time �when

using with t�

Superscripts
+ � dimensionless equivalent of the physical

property

Appendix

DEFINITION. A random countable subset ��Rd is called a spa-
tial Poisson process with constant intensity � if the random vari-
ables N�A�= #��A ,A�Rd (Borel measurable), satisfy the fol-
lowing:

�a� For all n�1 and disjoint A1 , . . . ,An�Rd, the random
variables N�A1� , . . . ,N�An� are independent.

�b� N�A��Poi��	A	�, where 	A	 denotes the volume �Le-
besgue measure� of A.

THEOREM. Consider S�Rd and random events a1 , . . . ,an�S,
then a1 , . . . ,an follows uniform distribution on S.

Proof.

�1�
 For any randomly selected subset A�S and event ai

Transactions of the ASME



R

J

P�ai � A	ai � S� =
P�ai � A�
P�ai � S�

=

�
k=1

n
Cn−1

k−1

Cn
k P�N�	A	� = k,N�	S � AC	� = n − k�

P�N�	S	� = n�

�
k=1

n
Cn−1

k−1

n!

k ! �n − k�!

e−�	A	��	A	�k

k!

e−�	S�AC	��	S � AC	�n−k

�n − k�!

e−�	S	��	S	�n

n!

=

�
k=1

n

Cn−1
k−1	A	k	S � AC	n−k

	S	n
= 	A	

�
k=0

n−1

Cn−1
k 	A	k	S � AC	n−1−k

	S	n
= 	A	

�	A	 + 	S � AC	�n−1

	S	n
=

	A	
	S	

Therefore, event ai in S follows a uniform distribution.
�2� For any randomly selected subset A�S and event ai, aj

P�ai,aj � A	ai,aj � S� =
P�ai,aj � A�
P�ai,aj � S�

=

�
k=2

n
Cn−2

k−2

Cn
k P�N�	A	� = k,N�	S � AC	� = n − k�

P�N�	S	� = n�

=

�
k=2

n
Cn−2

k−2

n!

k ! �n − k�!

e−�	A	��	A	�k

k!

e−�	S�AC	��	S � AC	�n−k

�n − k�!

e−�	S	��	S	�n

n!

=

�
k=2

n

Cn−2
k−2	A	k	S � AC	n−k

	S	n
= 	A	2

�
k=0

n−2

Cn−2
k 	A	k	S � AC	n−2−k

	S	n

= 	A	2
�	A	 + 	S � AC	�n−2

	S	n
=

	A	2

	S	2
= P�ai � A	ai � S�P�aj � A	aj � S� = P�ai � A	ai,aj � S�P�aj � A	ai,aj � S�
Therefore, any two events ai and aj in S are independent to each other.
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A Statistical Model of Bubble
Coalescence and Its Application
to Boiling Heat Flux
Prediction—Part II: Experimental
Validation
A mechanistic model for the boiling heat flux prediction proposed in Part I of this
two-part paper (2009, “A Statistical Model of Bubble Coalescence and Its Application to
Boiling Heat Flux Prediction—Part I: Model Development,” ASME J. Heat Transfer,
131, p. 121013) is verified in this part. In the first step, the model is examined by
experiments conducted using R134a covering a range of pressures, inlet subcoolings, and
flow velocities. The density of the active nucleation sites is measured and correlated with
critical diameter Dc and static contact angle �. Underlying submodels on bubble growth
and bubble departure/lift-off radii are validated. Predictions of heat flux are compared
with the experimental data with an overall good agreement observed. This model
achieves an average error of �25% for the prediction of R134a boiling curves, with the
predicted maximum surface heat flux staying within �20% of the experimentally mea-
sured critical heat flux. In the second step, the model is applied to water data measured
by McAdams et al. (1949, “Heat Transfer at High Rates to Water With Surface Boiling,”
Ind. Eng. Chem., 41(9), pp. 1945–1953) in vertical circular tubes. The consistency sug-
gests that the application of this mechanistic model can be extended to other flow con-
ditions if the underlying submodels are appropriately chosen and the assumptions made
during model development remain valid. �DOI: 10.1115/1.4000025�
Introduction
A mechanistic model has been proposed in Part I of this paper

1� by developing the distribution of vapor bubble radii on the
eated surface to incorporate the effect of stochastic bubble inter-
ction �coalescence� into the modeling and prediction of surface
eat flux. The submodels required for the overall model prediction
ave been introduced and discussed in Part I, and will be validated
n this part. Experimental facilities and measuring techniques uti-
ized in this study will be introduced, followed by the validation
f the submodels and their dependency.

Experimental Facilities and Measuring Techniques
In this section, two-phase flow boiling facilities and measuring

echniques used in this study are introduced, which include the
xperimental apparatus, design of the test section, data acquisition
ystem, and the methodology used to experimentally examine the
ubcooled flow boiling on a flat surface heat exchanger.

2.1 Subcooled Flow Boiling Experimental Test Facility.
he experimental facility consists of a refrigerant loop, a commer-
ial chiller system, and a test section, which are carefully sealed to
void heat loss. The purpose of the refrigerant loop is to provide a
ure, uncontaminated coolant to the test section at desired inlet
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ublished online October 15, 2009. Assoc. Editor: Yogesh Jaluria.

ournal of Heat Transfer Copyright © 20
conditions, including inlet temperature, mass flow rate, pressure,
and test section heat flux. R134a, a typical refrigerant, is selected
as the working fluid for its low latent heat and moderate saturation
temperature.

A schematic diagram of the loop is shown in Fig. 1. Subcooled
liquid is drawn from a receiver tank into a variable speed gear
pump that drives the coolant flow. This external gear pump is
manufactured by Micro-Pump and can provide up to a 4 l/min
flow rate. The mass flow rate can be adjusted by setting the pump
controller. The exact mass flow rate is examined by a Coriolis-
type mass flow meter manufactured by Micro-Motion. Next, the
coolant flows through a preheater, which conditions the flow to
the desired inlet temperature. Physically, the preheater is three
1.8-m passes of 9.525 mm outer diameter copper tube in a serpen-
tine shape. The outside of the tube is wrapped with twelve elec-
trical heating strips of various capacities. Ten of the strips are
controlled by four switches which deliver a constant amount of
power to the preheater. The other two strips are controlled by a
115 V Variac to adjust the inlet coolant temperature. The coolant
flows into the test section after leaving the preheater, and then
back into the receiver tank. When the test section needs to be
isolated, a bypass loop allows the coolant to continue circulating.

The test section is installed in the middle of a 1-m long rectan-
gular stainless steel flow channel. One smooth test section is made
for heat flux measurement. The smooth flat surface is also used for
measuring the active nucleation site density. Eight type-K thermo-
couples �nickel–chromium positive lead and nickel–aluminum
negative lead� shown in Fig. 2 are installed under the heated sur-
face to measure the local wall temperature and heat flux. Figure
2�a� shows the details of test section assembly. The height of the
channel is adjustable. Two sets of 25.4 mm and 12.7 mm height
are used in the experiments. Three quartz windows are installed in

the walls of the test section for visualization purposes. The test
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ection is heated by seven cartridge electric heaters, which pro-
ide a maximum total of 750�7=5050 W power. The electric
ower level is controlled by an autotransformer and measured
sing a voltmeter and an ammeter in the power circuit. Each
eater contains one continuous 76.2-mm long heated section. The
eater is coated with an INCOLOY sheath to enhance thermal
ontact with the transition part and to provide high temperature
erformance.
An array of instruments and techniques are employed in mea-

uring different parameters in the experiment, which include tem-
erature, pressure, mass flow rate, power, and calculated quanti-
ies such as heat flux in the two-phase portion of the test section.
ype-K thermocouples are used for temperature measurement.
hese thermocouples are calibrated using an ice bath reference
nd are considered valid from 5°C to 100°C with an uncertainty
f �0.1°C.
The bulk temperature difference �TB=Tw−TB results from
easurements of four thermocouples installed under the heating

urface and the average of inlet and outlet coolant temperatures.

ig. 1 Schematic diagram of apparatus for flow visualization
xperiments

ig. 2 Structural design of the test section: „a… assembly view
f the flow channel, the test section, and heaters; and „b… ther-

ocouple locations in the test section

21014-2 / Vol. 131, DECEMBER 2009
The wall superheat �Tw=Tw−Tsat is calculated with the measured
pressure at the test section inlet, which determines the saturation
temperature Tsat. The heat flux is determined by the temperature
difference between the thermocouples �2, 5 and 3, 6� located in
the copper block. The uncertainty for heat flux measurement is
estimated to be within �5.0%.

Two BEC strain-gauge type pressure transducers are installed
immediately before the preheater inlet and the test section inlet.
Both transducers are calibrated using a dead weight tester with an
uncertainty of �900 Pa within the range of 0–300 psi �0–
2100 kPa�.

2.2 Photography System. A Photron FASTCAM Ultima
1024 high-speed video camera system is used to photograph the
boiling phenomena on the heated surface from the side window of
the test section. In order to achieve the highest possible resolution
and eliminate errors in calibration, we mount the camera on a
tripod and use a prime lens with a fixed viewing area of approxi-
mately 26�13 mm2. This system can acquire images up to
12,000 frames/s employing a high intensive light supply. In the
present experiments, frame rates between 1000 frames/s and 4000
frames/s are used. The high-speed images are recorded in a com-
puter by an IEEE 1394 FireWire connection. Various magnifica-
tions are provided by choosing different microlenses, ranging
from 0.58� to 7�, which allow the detailed observation of the
liquid-vapor activity on the heated surface. The accuracy of con-
version for different magnification is estimated to be within
�1.0%.

Another imaging system is used in this study for the measure-
ment of the active nucleation site density from the top view of the
test section. A M42 screw mount manual lens Super-Multi-Coated
Takuma 55 mm f/1.8 is mounted with a bellows unit on a Canon
20D DSLR camera via a M42-EF adaptor to obtain sufficiently
high magnification and feature manual focus adjustment.

2.3 Test Condition and Procedures. The test fluid �R134a�
in the loop is de-aerated to remove noncondensable gases prior to
each test run. After inlet temperature, outlet pressure, and flow
rate are adjusted to desired values, the applied power is incre-
mented starting from low settings. One set of data is recorded at
each power setting once hydrodynamic and thermal conditions
reach steady levels. Subcooled flow boiling heat transfer results
are obtained for each test consisting of an inlet subcooling range
from 10°C to 30°C and an inlet pressure range from 400 kPa to
1000 kPa. Three flow rates of 124 kg /m2 s, 248 kg /m2 s, and
372 kg /m2 s are tested, corresponding to single-phase Reynolds
numbers from 7266 to 27,641. Considering these values and the
fact that the hydrodynamic entry length is measured to be over
150 hydraulic diameters, the fully developed turbulent flow is
assumed to exist at the entrance of the heater section. The channel
is tested in a horizontal position with the gravity vector oriented
normal to the heated surface and perpendicular to bulk motion.
Visualization is achieved through the transparent windows of the
flow channel while simultaneous local temperature readings are
obtained to enable the determination of boiling curves. An overall
observation of the flow channel is performed to examine the flow
pattern, bubble layer development, including bubble motion and
coalescence in the vicinity of the heating surfaces, and distribution
of the active nucleation sites on the heated surface.

3 Model Validation
Following the data dependency shown in Part I, each submodel

is examined independently in this section with measured experi-
mental data. Results are given for the measurement of the active
nucleation site density on the heated surface, followed by bubble
growth, critical bubble sizes, and their distributions. In Sec. 3.4,
boiling curve predictions are compared with the experimental

data.
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3.1 Active Nucleation Site Density. Pictures of the active
ucleation sites are taken from the top of the heater surface using
Canon 20D Digital SLR camera. The recorded images are then

rocessed via a digital image processing program implemented in
ATLAB with varying parameters to obtain quantified reliable re-

ults on the average number of active nucleation sites. The active
ucleation site density is calculated by dividing the total number
f sites by the area over which the camera is focused. The mag-
ification of the camera system is initially calibrated to provide
he conversion ratio from pixel to millimeter.

In partial nucleate boiling, where discrete bubbles are present
n the surface, the active sites could be easily discerned from the
ictures. However, at higher wall superheats, adjacent bubbles
egin to coalesce, making it difficult to accurately count the num-
er of individual active sites. To overcome this problem, experi-
ents are conducted under low inlet subcooling conditions with a

echnique of utilizing long exposures ranging from 2 s to 5 s. The
ncreased subcooling reduces the size of bubbles on the heated
urface and accelerates the collapse of bubbles in the bulk region,
hereby facilitating a better observation of individual sites. Mean-
hile, by introducing long exposure with small aperture, the fast
otion of bubbles, including those on the heated surface and in

he bulk, are averaged out on the images. By doing this, small
rrors may be introduced, in that all of the nucleation sites that
ver become active during the shutter open interval can be re-
orded depending on the strength of the signal on the camera
harge-coupled device �CCD�. However, the error due to site ac-
ivation and deactivation is expected to be small. This has been
ssessed by taking snapshots with shorter exposures, on which
ome individual bubbles are recorded but some effects of the site
ctivations and deactivations are removed, and comparing them
gainst the long exposure results. By counting the bubble sites
anually, it is discovered that there is no discernable difference

etween these two imaging configurations, i.e., the fluctuation is
nsignificant.

3.1.1 Image Processing Techniques. Various image processing
ethods have been applied to compute the nucleation site density

rom the digital images recorded by the Canon 20D digital cam-
ra. The major purpose of using these techniques is to remove the
ackground difference partially because of the uneven lighting
ondition in the experiments. Most noise in the digital image is
lso filtered out. Key functions and their resulted images are illus-
rated in Fig. 3.

3.1.2 Results From Nucleation Site Density Measurement. A
omparison of the Na values measured under different pressures
ith a varying heated surface temperature for �=40 deg �typical
alue of the static contact angle for the combination of R134a and
opper� is shown in Fig. 4. The size of the symbols represents
ypical errors during the measurement, which is estimated to be
lose to 10.0%. Data that are measured at the flow rate of
48 kg /m2 s under different pressures �300 kPa, 400 kPa, and
00 kPa� are displayed with different symbols and fit into the
ame curve correlated with Dc to incorporate the effect of system
ressure. Note that for �Tsat below 4°C �Dc�0.7 �m�, measure-
ents are significantly below the fitted curve. This is expected

ecause at very low number densities ��10 sites /cm2� and with
he focusing area in the range of 3 cm2 for a flat plate test surface,
issing just one nucleation site during the image processing can

ause a large difference. At higher wall superheats, with an in-
rease in Na, it becomes extremely difficult to measure the exact
umber of nucleation sites due to bubble motion and bubble coa-
escence on the heated surface and in the bulk region. Higher
apor quality also leads to a change in the liquid refraction index
nd in the equivalent object distance, resulting in out-of-focus
mages. Therefore, most of the experiments are conducted in the
ange of 3°C��Tsat�13°C �corresponding to 1 �m�Dc

0.2 �m�.

Based on the present data, a correlation is developed for Na as

ournal of Heat Transfer
a function of both critical diameter Dc and static contact angle �
by borrowing from the formula proposed by Basu et al. �2�. It is
given as

Na = 4.114 � 10−6�1 − cos ��Dc
−2.0 �1�

which is very similar to their proposed formula for a low wall
superheat range but with a different constant due to the usage of
different test liquids.

3.2 Bubble Growth. Experiments are conducted for data col-
lection of bubble growth and critical bubble sizes under a fixed

Fig. 3 Image processing flowchart for measuring the active
nucleation site density
Fig. 4 Measured active nucleation site density

DECEMBER 2009, Vol. 131 / 121014-3



p
4
t
f

o
t
b
d
i
W
t
c
c

1
t
a
t
c
e

M

t
p
r
R
f

c
d

F
a

1

ressure �300 kPa or 400 kPa� and a wall superheat �typically
–6°C�, with varying inlet subcooling and flow velocity. Condi-

ions examined in this work are within the nucleate boiling regime
or which isolated active nucleation sites are available.

Figure 5 depicts a photograph of a stream of vapor bubbles
riginating from a single nucleation site. The behavior shown is
ypical of nucleation at low heat flux. At the nucleation site,
ubbles experience a short period of stationary growth, and then
epart from the site by sliding downstream. Growth and departure
s very regular, and the bubbles appear to be spherical in shape.

hile sliding along the surface, the bubbles remain attached to
he heated surface and continue growing. The pressure is suffi-
iently high so that the sliding bubbles do not experience signifi-
ant distortion and remain nearly spherical.

The field depth of the camera lens ranges from 50 �m to
390 �m. For typical magnification factors used in our studies,
he field depth is estimated to be around 150 �m, which ensures
clear and sharp view of the focused bubbles and effectively blurs

he out-of-focus bubbles. This feature helps to distinguish the fo-
used bubbles from the background and improves accuracy in
dge detection and subsequent calculations for bubble sizes.

The software is developed in VISUAL C�� while employing the
ATLAB kernel to process digital images for full quantification of

he experimental data with the highest fidelity. Bubbles are ap-
roximated as ellipses, whose sizes are calculated by the algo-
ithm of Fitzgibbon et al. �3� or by the algorithm of Taubin �4�.
esults also include the inclination angle and a least square error

rom the ellipse fitting.

3.2.1 Image Processing Techniques. Figure 6 shows the flow-
hart of data processing. Starting with the original image, an edge
etection algorithm is first applied to obtain the edge coordinates

ig. 5 Flow visualization of bubbles originating from a nucle-
tion site
Fig. 6 Image processing flowchart for measuring bubble size

21014-4 / Vol. 131, DECEMBER 2009
in the image. By comparing with the original image, the edge of
the desired target bubble can be easily identified and marked with
the implemented regions of interest �ROI� selection algorithm. A
subset of the code then takes this result as input to the ellipse/
circle fitting algorithms to calculate the size, position, and incli-
nation angle of the bubble. Other functions, e.g., image scaling
and panning, are provided as aids to accelerate the ROI selection
procedure.

3.2.2 Measured Bubble Growth Rate. Two typical sets of ex-
perimentally measured bubble growth curves are depicted in Figs.
7 and 8, corresponding to different pressures of 300 kPa and
400 kPa �5�, respectively. The growth curve is obtained by mea-
suring the size of individual bubbles from incipience through slid-
ing. The relative error of the measurements is represented by the
size of the symbols, which is estimated to be strictly less than
3.9% for a typical bubble radius of 50 �m, assuming a constant
error of 0.5 pixels �=1.95 �m� during discretization in the imag-
ing process. The model prediction from Mikic et al. �6� is also
shown for comparison.

Because of the stochastic nature of flow and thermal variations,
scattered data are expected. For data collected from different
nucleation sites, no systematic effect of flow velocity is found
within the experimental range. It is observed that the growth of
bubbles during their early stages asymptotically matches the

Fig. 7 Measured bubble growth at 300 kPa
Fig. 8 Measured bubble growth at 400 kPa †5‡
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odel prediction from Mikic et al. �6� for a diffusion-controlled
esult. However, a slower growth than the model prediction is
bserved thereafter.

3.3 Results on Bubble Departure and Bubble Lift-Off

3.3.1 Bubble Departure Radius. From the model proposed by
horncroft et al. �7�, the vapor bubble radius upon departure can
e calculated from the balance of bubble forces. When the wall
uperheat �Tsat is fixed, the departure radius is a function of only
he mean flow velocity. Figure 9 compares the measurements and
he predictions of bubble departure radius as a function of mean
ow velocity with the wall superheat maintained in a range of
.63–5.89°C. Measurements are made at 400 kPa, 10°C inlet
ubcooling.

Very good agreement is achieved between the model predic-
ions and the measurements. Following the definition of relative
eviation r .d., which is given as:

r . d . =
1

N�
k=1

N
�rm,k − rp,k�

rp,k
� 100 �2�

here N is the total number of data points, and subscripts “m” and
p” refer to the measured and predicted radii, respectively. It can
e obtained that r .d . =8.9% for measured departure radii, which
s quite acceptable. Figure 10 shows the comparison between pre-
icted and measured data, with most of the data points being

Fig. 9 Bubble departure radius rd with varying flow velocity

ig. 10 Comparison between predicted and measured bubble

eparture radii

ournal of Heat Transfer
within �10% of the predictions. Another way to compare the
model predictions to the experimental results is to observe the
distribution of the difference

rm,k − rp,k �3�
for all available data, shown in Fig. 11. The distribution of the
radius difference approximates the Gaussian distribution centered
at zero, which means the average of rm,k asymptotically ap-
proaches rp,k, and that more than 70% of the measured data bear a
difference less than 3 �m when compared with the predictions.

3.3.2 Bubble Lift-Off Radius. The prediction of the bubble lift-
off radius requires knowledge of bubble sliding velocity to calcu-
late several components of the bubble forces. The uncertainty of
the prediction of bubble sliding velocity, however, can be large
due to the difficulty in the measurement of the bubble contact area
and contact angles, in considering the existence of local eddy and
the slight acceleration of bubbles. Therefore, the normalized
bubble sliding velocity, defined as the average bubble sliding ve-
locity divided by the bulk velocity at the bubble center in the flow,
is measured for the prediction of the bubble lift-off radius. By
neglecting the presence of vapor bubbles, the turbulent distribu-
tion introduced in Part I is used to provide the velocity profile of
the liquid phase.

Figure 12 gives the distribution of the normalized sliding ve-
locity for all measured lift-off bubbles. It is observed that its dis-
tribution generally obeys a Gaussian distribution centered at r

Fig. 11 Bubble departure radius distribution
Fig. 12 Bubble sliding velocity distribution
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0.512 with most data spreading over the range of 0.35–0.65.
igure 13 shows the bubble lift-off radius with a varying mean
ow velocity for the �Tsat range of 4.63–5.89°C, the same as in
he bubble departure radius measurement. The prediction is given
or a normalized sliding velocity at 0.50. The other two curves,
alculated for r being 0.35 and 0.65, are also displayed for
eference.

It can be observed that most measured data lie within the range
overed by these three curves. Results of the lower bubble lift-off
adius are also observed and recorded, which is expected. First of
ll, the mean bulk velocity and temperature fields are only ap-
roximations and ensemble averages to remove the effect of tur-
ulence. It does not reflect the instantaneous local status where the
ubbles reside. Second, bubbles starting from their departure ex-

Fig. 13 Bubble lift-off radius rl with varying flow velocity

Fig. 14 Bubble lift-off radius distribution

Table 1 Test numbers and

Tw−Tin
�°C� 10

V
�m/s� 0.4 0.6 0.8 0.4

0.09 EX7 EX16 EX27 EX10
0.16 EX1 EX17 EX26 EX11
0.25 EX6 EX18 EX25 EX12
21014-6 / Vol. 131, DECEMBER 2009
perience an acceleration process, which may actually lead to the
satisfaction of the lift-off condition but at a lower normalized
sliding velocity and result in a bubble lift-off earlier than pre-
dicted, as reflected in the measurements. Bubble coalescence gen-
erally results in promoting the lift-off of the bubbles and generat-
ing large local turbulence, which may in turn contribute to the
lift-off of other bubbles in its vicinity.

Figure 14 shows the distribution of a bubble lift-off radius,
following a similar definition as in the bubble departure measure-
ment. The mean lift-off radius is 3.78 �m lower than predicted.
Due to the stochastic nature of the bubble sliding velocity and the
local velocity near the bubble, a wider full-width at half-
maximum �FWHM� is also expected, besides its shifted peak to
smaller radius range. Comparison of measured and predicted data
are shown in Fig. 15, indicating that most data fit within �10% of
the model predictions by assuming a normalized sliding velocity
of 0.50.

3.4 Model Predictions on Boiling Curves

3.4.1 Experimental Data Overview. Twenty-nine boiling
curves corresponding to the test conditions listed in Table 1 are
shown in Fig. 16, representing the wall heat flux measurements
for a range of pressures, inlet subcoolings, and velocities. Typical
error is estimated to be �0.2°C for Tw−Tsat and �5.0% for q,
which is represented by the data symbol size. Under different
experimental conditions the boiling curves almost overlap with
each other in the subcooled nucleate boiling region and deviate
the departure from nucleate boiling �DNB� occurs. This is consis-
tent with existing experimental and modeling results in the litera-
ture. The effect of pressure is not reflected by the measured data
due to the relatively narrow range of pressures covered in the
experiments. Generally speaking, the critical heat flux �CHF� rises
with increased pressure and flow velocity, while being less sensi-
tive to inlet subcooling change.

Fig. 15 Comparison between predicted and measured bubble
lift-off radii

ir corresponding conditions

23 33

P
�MPa�

0.8 1.0 0.6 0.8 1.0

8 EX22 – EX15 EX9 EX21
2 EX23 EX29 EX14 EX3 EX20
5 EX24 EX28 EX13 EX4 EX19
the

0.6

EX
EX
EX
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3.4.2 Comparison of Model Predictions With R134a Data at
00 kPa. In this section the model prediction is compared with the
ollected heat flux data. Figure 17 shows the prediction of boiling
urves at 400 kPa, with a varying mean flow velocity and inlet
ubcooling. This model successfully captures small variances due
o the change in the experimental conditions including both inlet
ubcooling and flow velocity and gives a satisfactory prediction. It
atches the experimental results in both single-phase convective

eat transfer and subcooled boiling regions, and predicts the loca-
ion where departure from nucleate boiling occurs based on the
ubble coalescence model. The average error within the nucleate
oiling range is estimated to be less than 20%, as is shown in Fig.
8. For comparison, the results for EX12 without considering
ubble interaction is displayed in Fig. 17. These results are sig-
ificantly higher than those with bubble interaction considered
fter the onset of nucleate boiling �ONB�.

With a further increase in the wall superheat �Tsat, the pre-
icted heat flux reaches its maximum and starts to slowly decrease
hereafter. What characterizes the maximum capacity of a given
eated surface is the CHF, which is identified in this model as the
aximum predicted heat flux. As described in Part I, the applica-

ion of this model is limited upon reaching the CHF. The decreas-
ng trend after the maximum, which mainly results from the de-
rease in qev due to the decrease in the most probable bubble
adius, does not reflect the transition from CHF to maximum heat

ig. 16 Measured boiling curves under different experimental
onditions
Fig. 17 Predicted R134a boiling curves at 400 kPa

ournal of Heat Transfer
flux �MHF� and has weak physical meanings. The assumption that
bubbles are immediately removed from the boundary layer upon
their coalescence or lift-off excludes the possibility of bubble
clustering in the bulk fluid, as well as the resulting blockage of the
heated surface and cut-off of liquid supply. Thus, the location of
maximum heat flux on the predicted boiling curve should be in-
terpreted, as with a further increase in wall superheat, the surface
heat flux is limited by the maximum capacity of the heated surface
and remains nearly unchanged until the transition to the film boil-
ing occurs.

Figure 19 shows the bubble lift-off radius distribution under
different wall superheats. The bubble departure radii �rd� under
these conditions are also identified for reference. Bubble interac-
tion increases with increased wall temperature. At �Tsat=10°C,
the bubble population on the heated surface has been sufficiently
high so that, as a result of bubble interaction, only 15.3% of the
bubbles survive to their lift-off sizes �rl10=0.084 mm� predicted
by the bubble force balance model of Thorncroft et al. �7� and
maximizes their contribution to the total heat flux. With a further
increase in wall superheat, at �Tsat=20°C, bubbles are most
likely to interact with others and leave the heated surface at rb
=21.4 �m. As a comparison, the model of Thorncroft et al. �7�

Fig. 18 Comparison of the predicted heat flux with R134a data
at 400 kPa

Fig. 19 Bubble lift-off radius distribution at 400 kPa. „The sud-
den increase in pit for �Tsat=10°C at rb=rl10=0.084 mm is gov-
erned by the model of Thorncroft et al. †7‡, which predicts that
all bubbles surviving from bubble interactions should lift off at

rl. This also explains the similar behavior of pit in Fig. 22.…
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ives rd=37.8 �m and rl=164.2 �m, indicating that most of the
ubbles interact and lift off before they start sliding on the heated
urface.

Figure 20 shows the fractional contribution of various heat
ransfer mechanisms from a model prediction. Heat flux compo-
ents due to different mechanisms, i.e., qev �evaporation�, qtc
transient conduction due to stationary bubbles�, qtcs �transient
onduction due to sliding bubbles�, and qfc �forced convection�
re reported. At low wall superheat, the heat transfer is dominated
y the single-phase forced convection, considering that very few
ubbles are generated on the heated surface. With an increase in
all superheat, contributions from both evaporation and transient

onduction due to sliding bubbles increase dramatically. This is
ontributed by the rapid increase in the number of bubbles on the
eated surface. Because the average separation distance of the
ucleation sites is much larger than both the bubble departure and
he bubble lift-off radii, bubbles are sparsely displaced on the
eated surface. Most bubbles slide from their originating nucle-
tion sites and lift off somewhere downstream. The contribution
f transient conduction from stationary bubbles �those bubbles
hat do not slide before they lift off� remains nearly zero. With a
urther increase in the wall superheat, qev remains at 60–70% of
he total heat flux, while qtc increases and qtcs decreases due to the
ncreased bubble frequency and the bubble sizes. Bubble interac-
ion probability increases, which results in an increased number of
tationary bubbles and a decreased number of sliding bubbles. At
redicted CHF, the total contribution of transient conduction is
round 35% of the total heat flux with the remaining 65% being
ontributed by evaporation.

3.4.3 Comparison of Model Predictions With R134a Data at
igher Pressures. Model prediction is also attempted at higher
ressures for the test conditions listed in Table 1, with the com-
arison to the 25 sets of measured R134a boiling curve data
hown in Fig. 21. The overall agreement is found to be satisfac-
ory, with most of the predictions staying within �25% of the
xperimental measurements. This model gives the best predictions
t 400 kPa and 600 kPa, but as the pressure increases, the average
rror between the predictions and the measurements increases,
ndicating that this model, being developed and verified at low
ressures, may not be fully applicable at high pressures. In Sec.
.4.4 a detailed comparison will be given on different aspects,
ollowed by an explanation of why the applicability of this model
s currently limited to a relatively low pressure range.

3.4.4 Discussion of the Effect of System Pressure. In experi-
ents, with the increase in system pressure, bubble size, bubble

Fig. 20 Fractional contribution of heat flux at 400 kPa
eneration frequency, and latent heat of the test liquid all de-

21014-8 / Vol. 131, DECEMBER 2009
crease, leading to a decreased contribution of a single bubble to
the overall heat flux. Although the vapor density does increase, it
is not sufficient to compensate for the above changes. Table 2
summarizes the contribution of a single bubble under different
pressures, which decreases by 60.0% from 400 kPa to 1000 kPa
without considering the bubble interaction. Figures 19 and 22
show the increase in bubble interaction with pressure increase,
e.g., at �Tsat=10°C under 400 kPa, 15.3% of the bubbles lift off
without interaction, while under 1000 kPa this ratio decreases to
2.68%. Furthermore, as the pressure increases, bubbles tend to
coalesce at smaller radius before reaching their departure radii rd.
All these predict a decreasing trend of the contribution of a single
bubble to the overall heat flux during its life span with the in-
crease in system pressure.

The increase in active nucleation sites controlled by the de-

Fig. 21 Comparison of the predicted heat flux with R134a data
at higher pressures

Table 2 Variation in vapor bubble properties with pressure

P
�kPa�

rl
��m�

fb
�Hz�

hfg
�kJ/kg�

	v
�kg /m3�

hfg ·	v ·V
�normalized�

�%�

400 83.8 6552 191.61 19.529 100.0
600 65.4 4617 180.89 29.155 67.0
800 55.5 2849 171.81 39.025 52.1
1000 47.8 2670 163.66 49.222 40.0
Fig. 22 Bubble lift-off radius distribution at higher pressures
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rease in critical diameter Dc is the major factor that compensates
or this change. Figure 23 shows the variation in Dc with pressure
ncrease. Under the same �Tsat=10°C, Dc decreases from
.31 �m to 0.097 �m when the pressure increases from 400 kPa
o 1000 kPa due to the change in test fluid property, as is calcu-
ated from the expression of Dc

Dc =
4
Tsat

	vhfg�Tsat
�4�

s the nucleation site density Na is proportional to Dc
2, this

hange corresponds to 10.26 times of increase in the active nucle-
tion site density under the same wall superheat. Hence, with an
ncrease in pressure, although the single bubble contribution de-
reases, the total number of bubbles existing on the heated surface
uring the same period increases to balance this change.
It is hard to precisely estimate the effect of pressure on heat flux

ue to the currently limited knowledge on the active nucleation
ite density. It is experimentally established that with an increase
n pressure, more bubbles are observed, which is qualitatively
xplained from the decrease in Dc. However, a reliable expression
f the relationship between the increase in nucleation site density
nd Dc is still unavailable.

Most experiments choose low pressure for low operating cost.
owever, theories developed based on observation within a low
ressure range may become invalid for increased pressures. A
omprehensive discussion of the effect of pressure on the active
ucleation sites is unavailable. Further study is required to im-
rove the estimation of active nucleation site density at higher
ressures.
Figure 24 shows the fractional contribution of heat flux with

arying wall superheat under different pressures. In comparing
ith the fractional contribution at 400 kPa in Fig. 20, it is ob-

erved that no major change in the portion of different heat flux
omponents occurs for R134a under different pressures.

3.4.5 Comparison With Measured Critical Heat Flux. As in-
roduced in Part I, the model developed in this work predicts the
xistence of a maximum heat flux with wall superheat increase as
part of the boiling curve prediction. Figure 25 shows the com-

arison between the model predictions and the measured critical
eat flux from 20 sets of data collected between 400 kPa and 1000
Pa, within which 18 of them lie in the range of �20% of the
redictions. This good agreement is considered representing the
uccess of this modeling approach and suggesting further attention
o studies of this kind. As the first attempt to apply stochastic
odeling and incorporate random effect of bubble coalescence

nto the mechanistic boiling curve prediction, this stochastic mod-

Fig. 23 Variation in critical diameter Dc with pressure
ling approach not only predicts the boiling curve, but also real-

ournal of Heat Transfer
izes the prediction of the maximum nucleate boiling heat flux or
critical heat flux as a natural extension of the boiling curve pre-
diction, which has not been successfully achieved before. If such
an approach can be further validated, it may effectively unify the
existing studies that are currently classified into two categories:
�1� those that study the mechanisms of nucleate boiling and �2�
those that study the mechanisms of critical heat flux.

3.4.6 Comparison With Water Data in the Literature. The
model has also been applied to data available in the literature.
Figures 26 and 27 show comparisons between the experimental
data published by McAdams et al. �8� and the predicted boiling
curves. Experiments were conducted for water boiling on a verti-
cal stainless steel surface. The conditions are: P=0.413 MPa, V
=1.22 m /s �Fig. 26� or 0.34 m/s �Fig. 27�, and �Tsat=27.8°C.
Since the value of the static contact angle was not measured in
their experiments, a typical value of 38 deg provided by Basu et
al. �9� is used in the calculation. Comparison is done within the
range of the experimental data with good agreement displayed, in
both the prediction of the heat flux and the trend of departure from
nucleate boiling �for V=1.22 m /s�, as is shown in Fig. 26. Mod-
eling predictions made by Basu et al. �9� and Kandlikar �10� are
also displayed for comparison, but none of them predicted the
DNB. This model gives the best mechanistic prediction to date.

Fig. 24 Fractional contributions of heat flux at higher
pressures

Fig. 25 Comparison of the predicted critical heat flux with

R134a data
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Summary
The validation of a mechanistic model for the boiling curve

rediction proposed earlier is discussed in this paper. In the first
tep of the validation process, the model is applied to experimen-
al data measured on a horizontal heated surface under: �1� inlet
ressure of 400–1000 kPa, �2� flow velocity of 0.10–0.25 m/s, and
3� inlet subcooling temperature of 10–30°C. The active nucle-
tion site density Na is measured and correlated with critical di-
meter Dc and static contact angle � by borrowing the form of the
ormula proposed by Basu et al. �2�. The underlying submodels
escribing bubble growth and bubble departure/lift-off are com-
ared with experimental measurements, with good agreement
chieved.

Comparison between the predicted and measured boiling curves
hows an excellent agreement at an average difference of �25%.
he model successfully captures small variances of the heat flux

esulting from the different inlet subcoolings and flow velocities.
he effect of the system pressure is discussed and explained. Ex-
mination of the bubble interaction probability confirms its effect
n the surface heat flux. For boiling in R134a as �Tsat increases,
ue to bubble growth and bubble interaction, 30–40% of the total
eat flux is contributed by the transient conduction resulted from
ubble lift-off, with the majority of the rest due to the evaporation.

ig. 26 Boiling curve comparison with the data by McAdams
t al. †8‡

ig. 27 Boiling curve comparison with the data by McAdams

t al. †8‡

21014-10 / Vol. 131, DECEMBER 2009
Twenty predicted maximum heat flux values are benchmarked by
the measured critical heat flux, with a difference of �20% ob-
served. In the second step of validation, predictions are made for
water in vertical circular tubes and compared with the data by
McAdams et al. �8�, with good agreements shown. The result
confirms that the application of this model is not limited to hori-
zontal flat heat exchangers. It can be extended to various flow
geometries and different test fluids.

Future studies are expected on the effect of system pressure,
especially on the prediction of active nucleation sites under vary-
ing pressures with the statistical influence of vapor bubbles on the
activation of nucleation sites investigated. The bubble motion fol-
lowing their coalescence may be another topic of particular inter-
est. This model assumes immediate bubble lift-off following coa-
lescence based on our experimental observation, while the
coalescence-slide assumption was also considered in some stud-
ies, e.g., for boiling with water in the modeling approach of Basu
et al. �9�, although it contradicts our observation. Direct numerical
simulation may need to be carried out in order to determine the
range of application of these two assumptions. A separate but
similar modeling approach with the coalescence-slide assumption
may be required for certain system configurations. Finally, a sta-
tistical model on the bubble removal from the vicinity of bubble/
surface contact upon bubble coalescence is expected to replace the
current immediate bubble removal assumption and incorporate
into the existing model to improve the prediction of maximum
heat flux and explain the transition from nucleate boiling to film
boiling.
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Nomenclature
D � diameter �m�
f � frequency of bubbles �Hz�
h � heat transfer coefficient �W /m2 K�

hfg � latent heat �J/kg�
N � nucleation site density or bubble density

�1 /m2�
p � probability or probability density function
P � pressure �kPa�
q � surface heat flux �W /m2�
r � bubble radius �m� or bubble sliding ratio
T � temperature �K�
V � flow velocity

Greek Symbols
� � surface contact angle �deg�
	 � density �kg /m3�

 � surface tension �N/m�

Subscripts
a � active nucleation site
b � bubble
B � bulk region or buoyancy
c � cavity or conditional probability
d � departure or bubble diameter

ev � evaporation
fc � forced convection

g ,v � vapor
l � lift-off
s � sliding

sat � saturated condition
sub � subcooled condition
tc � transient conduction
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w � wall/fluid near the wall or waiting time �when
using with t�
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Modeling Alkaline Liquid Metal
„Na… Evaporating Thin Films
Using Both Retarded Dispersion
and Electronic Force Components
A new thin-film evaporation model is presented that captures the unsimplified dispersion
force along with an electronic disjoining pressure component that is unique to liquid
metals. The resulting nonlinear fourth-order ordinary differential equation (ODE) is
solved using implicit orthogonal collocation along with the Levenberg–Marquardt
method. The electronic component of the disjoining pressure should be considered when
modeling liquid metal extended meniscus evaporation for a wide range of work function
boundary values, which represent physical properties of different liquid metals. For liq-
uid sodium, as an example test material, variation in the work function produces order-
of-magnitude differences in the film thickness and evaporation profile.
�DOI: 10.1115/1.4000022�

Keywords: liquid metal evaporation, sodium, micro/nanoscale, heat transfer, modified
disjoining pressure, electronic component by free electrons
Introduction
The evaporation of fluids provides an efficient method for heat

ransfer and passive cooling in devices such as heat pipes and
apillary pumped loops. A liquid metal working fluid enables op-
ration in extremely high temperature environments with the
dded benefits of a high latent heat of evaporation and high heat
ransfer coefficient. Numerical and experimental studies have ap-
lied liquid metal heat pipes and capillary pumped loops in
uclear, hypersonic, and space based systems. In the case of aero-
pace systems, minimization of system mass calls for a consider-
tion of microscale heat transport devices. Microscale heat pipes
ave already found applications in the cooling of high perfor-
ance electronics �1–4�. In microscale systems using conven-

ional coolant fluids, such as water or refrigerants, the thin-film
egion has been shown to contribute greatly toward meniscus sta-
ility and evaporation �5–7�.
High temperature liquid metal evaporation on the microscale,

owever, has received little attention in the literature �8,9�. In
nalytically studying liquid metal evaporation, one of the main
ifficulties arises from the presence of free electrons, whereas
ost conventional coolants are dielectric. To address this knowl-

dge gap, this paper proposes new models for the extended me-
iscus evaporation of alkaline metal, such as liquid sodium, under
apillary and dispersion forces as well as a relatively newly pro-
osed force due to degeneracy of the free electrons in a liquid
etal thin film.
As shown in Fig. 1, the interline or contact line region of an

vaporating extended meniscus consists of three subregions. In
he adsorbed region, a disjoining pressure dominates the local
tomic forces. In the intrinsic or bulk meniscus region, the inter-
acial curvature governs the driving physics through surface ten-
ion. The transition or thin-film region exists between the intrinsic
eniscus and adsorbed regions where both the disjoining pressure

nd the interfacial curvature share a comparable influence.
Previous studies addressed numerical heat and mass transfer

1Corresponding author.
Manuscript received January 9, 2009; final manuscript received April 7, 2009;
ublished online October 15, 2009. Assoc. Editor: Yogesh Jaluria.

ournal of Heat Transfer Copyright © 20
solutions for steady extended meniscus evaporation. Here, steady
connotes a static interline region continually replenished by fluid
from the intrinsic meniscus. Wayner and Schonberg �10� devel-
oped a governing equation for the film height of a symmetric
meniscus as a function of distance between two feed ports. Their
development draws upon the pioneering thin-film experiments of
Derjaguin et al. �11�, Schrage’s �12� relationship for net mass flux
across a liquid/vapor interface, and the evaporating extended me-
niscus models of Wayner et al. �13�, and Potash and Wayner �14�.
Later, Chebaro and Hallinan �15� and Chebaro et al. �16� intro-
duced new nondimensional variables, which re-expressed Wayner
and Schonberg’s model in a more meaningful manner. They also
created an explicit Runge–Kutta numerical solution procedure,
which meets the correct system boundary conditions by way of
the “shooting method.”

London dispersion forces are the only active component of the
van der Waals category of long-range atomic forces for the case of
neutral atoms and nonpolar molecules. Hamaker �17� first de-
scribed the London dispersion forces between two media acting in
a third medium by considering the microscopic interaction be-
tween two molecules and summing under the assumption of ad-
ditivity. Hamaker’s theory does not include the Keesom and De-
bye forces of polar molecules, the effects of temperature, or time
delay effects in the communication of electromagnetic fields be-
tween atoms at larger distances �retardation�. Lifshitz �18� later
pursued a macroscopic approach which modeled the bulk interac-
tion between two media in a vacuum by considering the fluctua-
tion of electromagnetic fields between the two media. Lifshitz’s
theory incorporates the shortcomings of Hamaker’s theory but is
limited to interactions in a vacuum. Finally Dzyaloshinskii, Lif-
shitz, and Pitaevskii �DLP� �19� used quantum electrodynamics to
derive the first general theory of van der Waals forces. While
much more complex mathematically, the DLP theory successfully
includes the interaction of two media in a third medium. The only
major restriction is the assumption of planar geometries.

Since the DLP theory originates from a macroscopic perspec-
tive, the van der Waals forces can be described using continuum
properties of the participating media in the form of their
frequency-dependent, dielectric permittivities. When temperature

effects can be neglected and when the film thickness is small
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ompared with the absorption wavelengths of the participating
edia, the retardation effects of the time delay in the communi-

ation of electric fields between atoms may be neglected, and the
ull DLP theory can be greatly simplified. The resulting nonre-
arded force is proportional to the inverse cube of the film thick-
ess. This relationship is the macroscopic analog of the micro-
copic Hamaker theory. It is most often used in the engineering
iterature in the form of the well known Hamaker constant �Ref.
20�, pp. 137–152�. Thus, the Hamaker constant represents the
imiting case of nonretarded dispersion forces. Prevailing conven-
ion assigns a negative value for the Hamaker constant for the
ase of spreading films, although the literature can be confusing.

At the opposite limit of a thick film, which results in a fully
etarded dispersion force, several papers have mentioned an ana-
ytical solution proportional to the inverse fourth power of the film
hickness �5,21–23�. These works fail to mention the requirements
or this solution, namely dielectric materials, film thicknesses
uch greater than “the wavelengths which characterize the ab-

orptions spectra of the given bodies,” and film thicknesses much
ess than the temperature requirement H��c /kT �19�. Only a
elect number of working fluids and operating temperatures meet
hese requirements. The case of a high temperature, liquid metal,
vaporating thin film, however, invalidates each of these assump-
ions.

The original disjoining pressure concept, first proposed by Der-
aguin in the 1930s, addresses the additional thin-film pressure
reated by van der Waals forces. Almost 50 years later, Derjaguin
nd co-workers �24,25� proposed the existence of an additional
orm of disjoining pressure in liquid metal films. Inspired by a
heoretical prediction of anomalous effects in nanoscale metallic
articles �26�, they surmised that the free electrons in a thin metal
lm, modeled as a fermion gas, would experience a confinement

n their position. According to Heisenberg’s uncertainty principle,
his confinement correlates with an increase in momentum. This
lectron degeneracy creates an increase in the energy density in
he thin film and produces an effective “electron pressure” �for a
ood summary, see Ref. �27��.
Derjaguin and Roldughin �25� assumed films sufficiently thick

uch that the dispersion forces could be neglected. In addition,
hey assumed thick films, negligible exchange, correlation, and
lectrostatic interactions, a perfectly smooth surface, and a model
f the electron as a noninteracting particle. In this way, they were
ble to derive a relationship between the change in kinetic energy
f free electrons in the thin film and the disjoining pressure using
uantum mechanical theory. The resulting electron degeneracy
isjoining pressure varies in intensity and sign depending upon
he work function �energy needed to move an electron from the

Adsorbed
Film

Transition
Thin Film

Intrinsic
Meniscus

LiquidVapor

x

ṁevp

Rx

r

Solid

y

Liquid Flow
H(x)

ig. 1 Schematic of a cylindrical capillary geometry identify-
ng the distinct regions of the extended evaporating meniscus.
he majority of heat and mass transfer occurs in the transition

hin-film region.
iquid metal to the solid surface� of the system.
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Derjaguin et al. �24� indirectly proved the existence of the elec-
tronic component to the disjoining pressure by experiment. The
DLP Theory of van der Waals forces predict any two identical
media will attract each other, regardless of the media in between.
Thus, a free liquid metal thin film should experience a negative
disjoining pressure which would render the film unstable. In con-
trast, Derjaguin et al. �24� demonstrated the stability of free films
of liquid mercury in certain organic liquids, which could only be
possible if a larger, positive disjoining pressure component was
present.

As far as we can tell, the only previous attempt to model a
liquid metal thin film using both the London dispersion force and
electron degeneracy force as components of a disjoining pressure
was by Ajaev and Willis �28,29�. They were concerned with “ther-
mocapillary flow and rupture in films of molten metal on a sub-
strate” when heated by a Gaussian laser beam. Ajaev and Willis
correctly identified the need for both components of the disjoining
pressure and, with neither a fundamental physics model nor ex-
perimental measurements available, suggested a linear combina-
tion of the two. Their paper presented a general parametric study
that looked at model trends only. No attempt was made to calcu-
late the appropriate value for either component of the disjoining
pressure. In addition, the electronic component was treated under
the simplifying assumption of an infinite potential energy well
boundary condition.

This paper seeks to model the evaporation of high temperature,
liquid metal, thin films and thus distinguishes itself from previous
thin-film evaporation studies of more conventional liquids. The
novel aspects of this research include �a� an accurate model of the
retarded dispersion force component of the disjoining pressure,
�b� the incorporation of the electronic component of the disjoining
pressure, and �c� a parametric study of the thin-film solution over
a range of system work functions that specify the ratio of
electronic-to-dispersion components.

2 Modeling of Two-Component Disjoining Pressure
The two components hereby refer to the London van der Waals

dispersion component and electronic degeneracy component.

2.1 Expanded van der Waals Contribution „�A… Using the
Full DLP Theory. London dispersion forces are the only active
component of the van der Waals category of long-range atomic
forces for the case of substances with neutral atoms and nonpolar
molecules �6�. The DLP general theory of van der Waals forces
�19� describes the dispersion force per unit area between two
smooth media with nonpolluted surfaces �1 and 2� while separated
by a gap �H� that is filled with a third medium �3�, as illustrated in
Fig. 2. The interactions of the long-range atomic forces of the
three media produce the dispersion force that is calculated in

h Medium 3

Medium 1

Medium 2

1e-25

1e-20

1e-15

1e-10

1e-05

1

1e+10

1 10 100
Film Thickness (h) [nm]

DLP Theory
Hamaker Approx.

Π
A
(h

)
[N

/m
2
]

1000

1e+05

Fig. 2 A comparison of the retarded DLP theory and nonre-
tarded „Hamaker approximation… London dispersion compo-
nent of the disjoining pressure for the case of type 304 stain-
less steel „Medium 1… and vapor „Medium 2… interacting across
liquid sodium „Medium 3…
terms of the macroscopic dielectric permittivities:
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− �A�H� =
kT

�c3�
n=0

�

��3
3/2�n

3�
p=1

�

p2�� �s1 + p��s2 + p�
�s1 − p��s2 − p�

exp	2p�nH

c

�3� − 1�−1

+ � �s1 + p�1/�3��s2 + p�2/�3�
�s1 − p�1/�3��s2 − p�2/�3�

exp	2p�nH

c

�3� − 1�−1dp �1a�
here

s1 = 
�1/�3 − 1 + p2 �1b�

s2 = 
�2/�3 − 1 + p2 �1c�

�n = 2�nkT/� �1d�

� = ��i�n� �1e�
s a formality, the prime notation on the summation symbol

erves to indicate that the term with n=0 is divided by half.
From the effect of dispersion, the permittivity of a substance is

ependent upon the frequency of the incoming electromagnetic
adiation. To a first approximation for a metal, one may assume no
ound electrons and model the free electrons as classical forced
scillators with negligible dampening. The result, as given by
echt ��30�, pp. 129–130�, relates the dielectric permittivity �as-

uming Maxwell’s relation� to the incoming electromagnetic ra-
iation as

���� � n2��� = 1 − ��e/��2 �2a�
r, in complex form,

��i�� = 1 + ��e/��2 �2b�

here �e is the so-called plasma frequency of the free-electron
as,

�e = Neqe
2/�0me �2c�

If temperature has little effect on the interactions between the
edia �H�c� /kT� and if the film thicknesses are small compared
ith the absorption wavelength of the participating media �H
�1,2,3� �19�, then the full DLP theory may be simplified such

hat

�A�H� �
A

6�H3 �3a�

here the well-known Hamaker “constant” is incorporated as

A =
3�

4�
�

�=�1

� 	 �1�i�� − �3�i��
�1�i�� + �3�i���	 �2�i�� − �3�i��

�2�i�� + �3�i���d� �3b�

ollowing the development of Israelachvili �Ref. �20�, p. 142�. In
his form, the dispersion force is said to be nonretarded since any
etardation effects of the time delay in the communication of elec-
ric fields between atoms may be neglected. This relationship has
een most commonly used for the cases of nonmetal thin-film
nalyses in many previous studies. For the relatively thicker liquid
etal films, the corresponding dispersion force cannot be over-

implified by the Hamaker approximation. Instead, the DLP
heory in its full must be used in modeling the energy and mass
ransport in the evaporating liquid metal transition thin film. To
ur knowledge, this has not been attempted by any research
roups to date.
The disjoining pressure of the liquid medium �referred to as 3

n Fig. 2� is interpreted as the negative of the dispersion force per
nit area between the planar surfaces �1 and 2�. Medium 1 is the
olid surface �type 304 stainless steel, smooth and nonpolluted
urface, atomic weight: 54.81, 1.79 valence electrons per mol-

3
cule, density: 8000 kg /m , plasma frequency 	e,1=2.6620

ournal of Heat Transfer

1015 Hz�. Medium 2 is an inert gas at standard atmospheric
pressure approximated by �2=1. Medium 3 is the alkaline liquid
such as pure, perfectly wetting sodium �31,32�, 	e,3=1.2522

1015 Hz. Substituting these values and numerically integrating
Eq. �3b� leads to the Hamaker constant value A=−1.0199

10−19 N m. In this configuration, when the dispersion force is
negative, media 1 and 2 are repulsive, the disjoining pressure is
positive, and the thin film is stable and spreading.

Figure 2 plots the nonretarded �Hamaker approximation� and
retarded �full DLP theory� dispersion force for a liquid sodium
thin film on a type 304 stainless steel substrate over a range of
film thicknesses from 1 nm to 1 �m. Using Eqs. �2a�–�2c�, Eq.
�1a� was solved numerically with adaptive Lobatto quadrature in
the MATLAB

© programming environment. The summation was car-
ried out to a relative convergence of 1
10−6. The figure indicates
that, for the prevailing stainless steel-sodium film-inert gas con-
figuration, the Hamaker approximation is valid up to about 10-nm
thickness but progressively deviates from the full DLP theory
thereafter. As we shall see in Fig. 4, the free-electron degeneracy
contribution tends to substantially increase the liquid metal film
thicknesses in comparison with those of conventional coolants.
Consideration of the full DLP theory will be necessary for mod-
eling alkaline evaporating liquid metal thin film.

Since the retarded DLP model for van der Waals contribution
��A� is in a form that is quite intractable for use in most common
numerical solution methods, we instead express the dispersion
force curve of Eq. �1a� with a simpler function. Cubic spline
interpolation fulfills the requirements of modeling over many or-
ders of magnitude along with second-order differentiability. It fur-
thermore offers a piecewise continuous curve that can be utilized
in the collocation solution method, resulting in a continuous solu-
tion to the thin-film equation �details can be found in the
Appendix�.

A cubic spline interpolation model for the retarded dispersion
force is bounded to the left by the thickness of the adsorbed film
region and to the right by computer-limited round-off errors. Nu-
merical experimentation shows that a good model can be created
with negligible error when the retarded dispersion force curve for
a domain for 10 nm�H�771 nm is split into N=75 piecewise
continuous cubic splines described by

�A,i�H� = c1,i�H − Hi�3 + c2,i�H − Hi�2 + c3,i�H − Hi�

+ c4,i, H � �Hi,Hi+1�, i = 1,2, . . . ,N �4a�

The total spline model then contains 4N unknowns �ai, bi, ci, and
di for 1 iN; N=75�. Continuity through the second derivative
provides 4N−2 constraining equations. The final two constraining
equations are specified in the second derivative of the end points

�A,1� �H1� =
2A

�H0
5 �4b�

�A,75� �H75� = 0 �4c�

where asymptotic analysis at the limit of a thin film gives the
Hamaker approximation which can be used for the left end point
and the right end point is a so-called “natural” spline. For film
thicknesses H�771 nm, the dispersion force and its derivatives

are treated as negligible.
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2.2 Electronic Degeneracy Contribution „�B… as Elec-
ronic Component. The free electrons in a thin metal film will
xperience a confinement in their position and this electron degen-
racy creates an increase in the energy density and produces an
ffective “electron pressure.” Therefore, an additional contribu-
ion to the disjoining pressure needs to be accounted for in the
iquid metal thin film. Based on quantum mechanical theory, Der-
aguin and Roldughin �25� derived a solution for a disjoining pres-
ure component as a function of the change in kinetic energy of
lectrons

�B�H� �
B

H2 , B =
�2

2m

Ne

V
���n� �5�

here the parameter � depends upon the boundary conditions of
he system. Important assumptions include �1� thick films, �2�
egligible exchange, correlation, and electrostatic interactions, a
erfectly smooth surface, and �3� a model of the electron as a
oninteracting particle. Roldughin �27� described �n as “the dis-
ance by which electrons are ‘allowed’ to go out into the external
nvironment.” In so doing, they reduce the energy density of the
ermion gas and lower the electronic disjoining pressure.

The parameter �n is itself closely related to the work function,
, or energy needed to move an electron from the liquid metal to

he solid surface

���n� = �1�2 −
1

4
�1

2 �6a�

here

�1 =
�

2
− 2�tan−1��n� + �n − �n

2 tan−1	 1

�n
�� �6b�

�2 =
�

2
− 2 tan−1��n� �6c�

�n =
1 +
W

EF
�6d�

Figure 3 displays this function in graphical form. Depending on
he work function of the system, the electronic disjoining pressure
an vary in intensity and even become negative, resulting in an
nstable film. The minimum value �=−0.066873 occurs at �n
0.844664. Also, as �n approaches the limits of zero and infinity,

he adjusting parameter � approaches the same limit of 3�2 /16.

CASE κn χ(κn) H0[nm] ΠB/ΠA
A 0,∞ 1.850551 419.91 1.242E+12
B 0.059, 11.366 1.5 378.05 1.167E+11
C 0.162, 4.249 1.0 308.68 2.211E+09
D 0.305, 2.291 0.5 218.27 1.094E+07
E 0.619, 1.150 0.001650 17.732 1.000
F 0.621, 1.146 0 14.426 0
G 0.626, 1.137 -0.003500 8.6767 -0.867
H 0.845 -0.066873 N/A N/A

-0.5

0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2

χ
(κ

n
)

κn

ig. 3 Dependence of �„�n… on the work function related pa-
ameter, �n, as related via Eq. „6a…. This function determines
he boundary condition for Derjaguin’s electronic component
f the disjoining pressure.
he infinite limit represents the simplified assumption of an infi-

21015-4 / Vol. 131, DECEMBER 2009
nitely deep potential pit at the liquid/surface boundary that pre-
vents electrons from emerging from the film as first derived in
Derjaguin et al. �24�.

Knowledge of the proper work function for a given system
proves intractable at the present as this boundary condition de-
pends heavily on a quantum mechanical description of the system
that is intimately tied to the surface conditions between the solid
and liquid. Instead, we seek to define the range of values which
the work function might take in a liquid sodium thin-film system.

The constant part of B, as defined in Eq. �5�, is calculated at the
melting point of liquid sodium following the method of Derjaguin
et al. with the boundary condition parameter � varying with �,
which is itself a function of the work function.

B =
�2

2m

Ne

V
���� = 1.1873 
 10−10 · ���� �7�

From the discussion surrounding Fig. 3, it is readily apparent that
the boundary condition parameter will vary within a set range �
−0.066873������1.850551� which, in turn, yields the range of
possible values for B �−6.837223
10−12�B�1.892039

10−10�.

2.3 Thin Film Equation for Liquid Metal Coolants. Che-
baro and co-workers �15,16� used the assumptions of lubrication
theory, a simplified curvature, and the augmented Laplace–Young
equation to model steady extended meniscus evaporation. Using
the following nondimensionalizing variables,

� = H/H0, � = x/x0, �̄ = �/�0

ṁ0 = �lu0, Ca = �lu0/�, x0 = ��H0/�0�1/2

ṁ0 = 	 2�

2 − �
�	 M

2�RTv
�1/2	PvMhfg

RTvTlv
��Tlv − Tv�

�0 =
Mhfg�T

VlTv
, �T = Tlv − Tv

they expressed the thin-film interfacial profile as the following
nondimensional, nonlinear, inhomogeneous, fourth-order, ordi-
nary differential equation

�����3����� + ����3�̄������ =
− 3Ca

	H0�0

�
�2 �1 − ����� − �̄���� ,

� � �0,�� �8a�

where �=0 represents the adsorbed film and �=� represents the
bulk meniscus region. The boundary conditions chosen to describe
the system were

��0� = a1 �8b�

���0� = a2 �8c�

����� = a3 �8d�

���0� = 0 �8e�

The initial perturbations of the dependent variable � and its first
derivative are necessary to avoid a trivial solution and do corre-
spond to physical realities as described in Hallinan et al. �33�
�albeit somewhat tenuously�, where a1=1.030 and a2=0.0004.
The boundary condition on the second derivative of the dependent
variable is a3=K, where K is the curvature of the bulk meniscus
region. Thus, in practice, �=� is taken to be a point in the far
field, lmax, where the second derivative approaches an asymptotic
value that is the reciprocal of the pore radius K=1 /R.
Since Eq. �8a� is constructed upon the assumption of lubrica-
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ion theory fluid flow, the pressure gradient required to drive the
ow and maintain a steady thin-film profile is known to be

dP

dx
= −

�0

x0
������ + �̄����� �9�

sing the nondimensional variables previously defined. Similarly,
he evaporative mass flux along the fluid/vapor interface can be
escribed as

ṁevp = ṁ0�1 − ����� − �̄���� �10�
hich is a direct result of the augmented Laplace–Young equation
rst derived by Wayner et al. �13� and used by Chebaro et al. �16�
o construct Eq. �8a�.

Following Ajaev and Willis �28�, the nondimensionalized total
isjoining pressure is treated as an additive combination of the
ispersion force and electronic components

�̄��� =
�A,i���

�0
+

�B���
�0

� � ��i,�i+1�, i = 1,2, . . . ,75 �11�
hich consists of 75 different equations due to the cubic spline

nterpolation of the dispersion force. Equations �8a� and �11� are
ombined and solved using orthogonal collocation with Cheby-
hev polynomials of the first kind as the basis function. The col-
ocation coefficients are found via the Levenberg–Marquardt
ethod. Spatial and iterative studies suggest a 100 term expansion

rovides an accurate, converged model. The Appendix presents
ore details on the solution procedure using orthogonal colloca-

ion.

Results and Discussion

3.1 Dependency of the Electronic Degeneracy Contribu-
ion on Work Function. The inset of Fig. 3 gives the parametric
ariations of the electronic disjoining pressure �B resulting from a
ariation in the system work function boundary condition ���n�
or a given liquid overheat, �T=0.0005 K, and pore radius, R
200 �m. In each case, adsorbed film thicknesses, H0, are solved
y assuming both negligible mass flux and curvature.
Case A represents the upper limit to the electronic disjoining

ressure boundary condition �3�2 /16� as previously described. It,
long with Cases B–D, results in a system where the electronic
isjoining pressure ��B� dominates over the retarded dispersion
omponent ��A�. The dispersion component of the disjoining
ressure is negligible and can be removed from the governing
quation. In cases A–D, the electrons barely penetrate into the
ubstrate, which keeps the electron “pressure” high.

In Case E, the system work function boundary condition param-
ter ���n� is chosen such that both components of the disjoining
ressure are equal in magnitude. In Case F, the electronic disjoin-
ng pressure is zero and the system retains only the dispersion
orce component of the disjoining pressure. Case G represents the
owest electronic disjoining pressure boundary condition possible
or a stable thin-film solution and was obtained by a trial and error
pproach. This results in a situation where the positive London
ispersion disjoining pressure just overcomes the negative �repul-
ive� electronic disjoining pressure. In cases E–G, electrons
eadily penetrate into the substrate, effectively lowering the elec-
ron pressure.

Finally, Case H represents the lower limit to the electronic dis-
oining pressure boundary condition as previously described. It
esults in a negative electronic disjoining pressure that overcomes
he positive London dispersion disjoining pressure. As such, no
teady thin-film solution is possible.

3.2 Thin Film Solutions for Liquid Sodium Under Differ-
nt Work Functions. Figure 4 shows the corresponding results of

variation in the electronic disjoining pressure boundary condi-

ournal of Heat Transfer
tion parameter, ���n�, on the �a� liquid metal thin-film profile, �b�
evaporative mass flux, and �c� liquid pressure gradient. It is inter-
esting to note that the solutions tend to follow two very distinct
thin-film profiles. Either the electronic component of the disjoin-
ing pressure causes a drastic change in the extended evaporating
meniscus or it does not. As a particular consequence, the adsorbed
film thickness tends toward two distinct ranges of values that are
an order of magnitude apart.
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Fig. 4 Steady thin-film evaporation solutions as functions of x
measured from the absorption thickness H0 over the range of
possible disjoining pressures: „a… thin-film thickness, „b…
evaporative mass flux, and „c… liquid pressure gradient. Cases
A–G represent the effects of varying strengths of the electron
degeneracy component of the disjoining pressure depending
upon the electronic work function boundary condition „R
=200 �m and �T=0.0005 K….
For the majority of work function boundary condition values,
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he electronic component of the disjoining pressure causes a dras-
ic change in the extended evaporating meniscus �Cases A–D in
ig. 4� as compared with the case of no electronic component
Case F�. Second, work function boundary conditions near zero
Cases E and G� do not result in drastic deviations from that of
ase F in the meniscus profiles. More importantly, the adsorbed
lm thickness substantially increases, more than 1 order of mag-
itude from 10 nm to hundreds of nanometers, with increasing
ork function boundary conditions for the modeled range, in
ther words, with increasing electron degeneracy contribution.
The evaporative mass flux plot in Fig. 4 shows that all solution

urves approach the same asymptotic value �ṁevp

0.00027 kg /s m2�. This is a result of the isothermal film as-
umption and is clearly evident from Eq. �10�. Since the liquid
verheat is constant, each case has the same reference evaporative
ass flux ṁ0. Also, each case has the same pore radius, thus the

econd derivative of the dependent variable � will approach the
ame asymptotic bulk meniscus curvature. Finally, regardless of
he work function boundary condition value, the total disjoining

ressure �̄ quickly falls to zero as the film thickness increases.
hus every case shown reaches the same maximum evaporative
eat flux.
Figure 4 shows the liquid pressure gradient that is needed to

eplenish fluid in the thin film from the bulk meniscus to maintain
steady evaporating thin-film profile. Considering Case F �no

lectronic component� as the baseline, we see that an increasing
ork function boundary condition, from Case E to Case A, results

n an increasing total disjoining pressure which thickens and
engthens the thin-film profile. This, in turn, broadens the evapo-
ative mass flux curve and the liquid pressure gradient is reduced.
t appears that the total evaporated mass �integral of the net
vaporative mass flux� decreases with increasing work function
oundary condition. For Case G, a negative electronic disjoining
ressure component results in a thinner and shorter thin-film pro-
le. This is seen to sharpen the evaporative mass flux curve and,
ossibly, increase the total evaporated mass. The liquid pressure
radient needed to support this is much higher. Due to the steep
hin-film profile and elevated liquid pressure gradient, it is un-
nown if this evaporating thin-film scenario could be stable.
If heat conduction through the film thickness is included in the

overning equation, a nonisothermal temperature distribution will
e resulted as a part of the solution. Then, we would expect the
vaporative mass flux curves to peak and then decrease as the
hickening film would create a heat transfer resistance. However,
his would be counteracted to substantial degree by the intrinsi-
ally high thermal conductivity of liquid metals. Exploration of
his effect is left for future work.

At this point, it remains an open question which of the work
unction boundary condition cases best represents an experimental
eality. The work function for a liquid sodium thin film on a stain-
ess steel substrate is unknown. In experiments with mercury films
urrounded by organic fluids, Derjaguin and Roldughin �25� found
hat organic fluids with approximately the same physical param-
ters caused extremely different results in mercury film stability.
s such, theoretical knowledge of the work function seems im-
robable and must be obtained experimentally. Even if such a
easurement could be made, another obstacle exists as alkaline

iquid metals must be isolated in a high temperature, low oxygen
nvironment that is rather inaccessible for delicate and operator
ntensive operations. The present study, however, leads us to pro-
ose a somewhat more tractable binary test. As Fig. 4 illustrates, if
he adsorbed film thickness of an evaporating extended meniscus
ould be measured with just enough accuracy to distinguish be-
ween a value that is on the order of tens of nanometers or hun-
reds of nanometers, this could sufficiently serve to determine the
pproximate range of work function and resulting magnitude of
he electronic component of the disjoining pressure. In our belief,
uch a work can be regarded as a significant breakthrough in

tudying alkaline liquid metal evaporating thin films.
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4 Conclusions
The present study seeks to expand existing extended meniscus

evaporation models to properly capture the unique disjoining pres-
sure characteristics of liquid alkali metals. Where previous studies
have only used the nonretarded dispersion force via Hamaker
theory, we have incorporated the full �unsimplified� retarded dis-
persion force ��A� using the DLP theory and its representation by
cubic spline interpolation. Additionally, we have incorporated an
electronic disjoining pressure component ��B� that is unique to
liquid metals by performing a parametric study on the work func-
tion boundary condition. Our results for a liquid sodium thin film
in a 200 �m diameter capillary with a 0.0005 K overheat indicate
that adsorbed film thicknesses can vary from 8 nm �Case G:
�B /�A�0� to 420 nm �Case A: �B /�A��� depending on the
work function boundary condition. Thin film profiles exhibit large
changes, as well. The important conceptual results identified from
the present work include the following:

1. Accurate high temperature, liquid metal, extended meniscus
evaporation models should account for both retarded disper-
sion force and electronic disjoining pressures.

2. Cubic spline interpolation is an acceptable vehicle to model
the retarded dispersion force and can be implemented within
the framework of the orthogonal collocation solution
method.

3. Results indicate the electronic component of the disjoining
pressure is not negligible for a wide range of work function
boundary values and must be included in models of liquid
metal extended meniscus evaporation.

4. Numerical solutions to the thin-film governing equation for
isothermal sodium coolant predicts thin-film thickness pro-
files, mass flux distributions, and pressure gradient along the
substrate of stainless steel.

5. Continuing studies require greater physical insight into the
work function for a liquid sodium thin film on a stainless
steel substrate.
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Nomenclature
a1,2,3 � thin-film boundary conditions

A � Hamaker constant �J�
B � disjoining pressure electronic component con-

stant �N�
c � speed of light in a vacuum

�2.99792458
108 m /s�
c1,2,3,4 � cubic spline coefficients

Ca � capillary number �Ca=�lu0 /��
EF � Fermi energy �eV�

f � collocated residual function
g � forcing function
� � reduced Planck constant �J s�

hfg � latent heat of evaporation �J/kg�
H � film thickness �m�

H0 � adsorbed layer thickness �m�
k � Boltzmann constant

�1.380650277
10−23 J /K�
K � curvature of the bulk meniscus region �m−1�

lmax � domain limit �m�

m � mass �kg�
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J

me � electron mass �kg�
ṁevp � evaporative mass flux �kg /s m2�
M � molar mass �kg/mol�

n � index of refraction
Ne � valence electron number density �m−3�
p � variable of integration
P � pressure �N /m2�
qe � electron charge �C�
qk � orthogonal collocation coefficients
r � radial coordinate �m�

rm � orthogonal collocation coefficients
R � universal gas constant �8.31447215 J /K mol�
R � pore radius �m�

RN � residual function
s1,2 � equation placeholders

T � temperature �K�
Tm � Chebyshev polynomials of the first kind
�T � liquid overheat �K�

u � velocity �m/s�
V � volume �m3�
W � work function �eV�
x � axial coordinate �m�
y � vertical coordinate �m�

reek Symbols
� � evaporation coefficient
� � Dirac delta function
� � dielectric permittivity

�0 � permittivity of free space
�8.854187815
10−12 s4 A2 /m3 kg�

�1 � dielectric permittivity of container
�2 � dielectric permittivity of vapor
�3 � dielectric permittivity of liquid thin film
� � nondimensional axial coordinate ��=x /x0�
� � nondimensional film thickness �����=H /H0�
�̂ � nondimensional thin-film thickness in � ��̂

=����1+����
� � electronic disjoining pressure work function

parameter
� � wavelength �m�
� � viscosity �N s /m2�
	e � plasma frequency of an electron gas �Hz�
� � nondimensional distance mapped for Cheby-

shev polynomials
� � disjoining pressure �N /m2�
�̄ � nondimensional disjoining pressure ��̄=� /�0�
� � density �kg /m3�
� � surface tension �N/m�

�1,2 � equation placeholders
� � linear domain transformation parameter
� � electronic disjoining pressure boundary

condition

�̂ � collocation inhomogeneous, linear, boundary
conditions

�k � collocation Chebyshev polynomials with ho-
mogeneous boundary conditions

� � frequency �rad/s�
�e � plasma frequency of an electron gas �rad/s�
�n � electromagnetic wave frequency �rad/s�

ubscripts
0 � reference state
A � dispersion component
B � electronic component
i � cubic spline piece
l � liquid
ournal of Heat Transfer
lv � liquid/vapor interface
v � vapor

Appendix
Chebaro and co-workers �15,16� solved the thin-film equation

with an explicit Runge–Kutta numerical solution procedure. The
far field boundary condition, seen in Eq. �8c�, is met with the
shooting method. Since negligible curvature exists in the interline
region, the governing equation reduces to a second order ordinary
differential equation �ODE� that is solved with slight perturbations
in the independent variable and its first derivative. The end points
of this solution then become the boundary conditions for the full,
fourth-order ODE. The missing far field boundary condition is
satisfied with the shooting method, whereby the second derivative
near field boundary condition is iterated upon until the solution
approaches an asymptotic value in the far field equal to the cur-
vature of the bulk meniscus �the inverse of a simulated pore ra-
dius�.

Orthogonal collocation provides a more favorable numerical
solution scheme for the problem at hand in that

1. it is fully implicit and thereby eliminates the need for the
shooting method.

2. it results in a continuous approximation to the solution �con-
sisting of a series expansion of a basis function operated on
by a collocation coefficient� that can later be analytically
manipulated for postprocessing needs.

3. it readily handles the possible stiffness problems associated
with the high degrees of nonlinearity inherent in the prob-
lem.

4. it permits incorporation of the cubic spline interpolation
model of the dispersion force.

First we map the domain from �� �0, lmax� to �� �−1,1�,
which later enables easy implementation of the Chebyshev poly-
nomial basis function. A linear transformation accomplishes this

task. Applying the chain rule and letting �̂���=����1+���, Eq.
�8a� can be rewritten as

3

�4 �̂���2�̂�����̂���� +
1

�4 �̂���3�̂���� +
3

�
�̂���2�̂�����̄��̂��

+ �̂���3�̄��̂�� +
3Ca

	H0�0

�
�2�1 −

1

�2 �̂���� − �̄��̂�� = 0,

� � �− 1,1� �A1a�
where

�̂�− 1� = a1 �A1b�

�̂��− 1� = �a2 �A1c�

�̂��1� = �2a3 �A1d�

�̂��− 1� = 0 �A1e�
which is amenable to the desired numerical solution scheme.

The disjoining pressure is treated as a linear combination of the
dispersion force and electronic components. Thus, Eqs. �4a� and
�5� are mapped into the new Chebyshev polynomial-friendly do-
main and added to yield

�̄��̂� =
�A,i��̂�

�0
+

�B��̂�
�0

=
c1,iH0

3

�0
��̂ − �̂i�3 +

c2,iH0
2

�0
��̂ − �̂i�2

+
c3,iH0

�0
��̂ − �̂i� +

c4,i

�0
+

B����
H2�0

1

ˆ2
0 �
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�̂ � ��̂i, �̂i+1�, i = 1,2, . . . ,75 �A2�

hich consists of 75 different equations due to the cubic spline
nterpolation of the dispersion force.

With the problem defined in a Chebyshev polynomial-friendly
omain, we seek an analytical solution using

�̂��� = �
m=0

�

rmTm���,� � �− 1,1� �A3a�

here �Tm����m=0
� represents an orthogonal set of basis functions

T0��� = 1 �A3b�

T1��� = � �A3c�

Tm+1��� = 2�Tm��� − Tm−1��� �A3d�

hat are Chebyshev polynomials of the first kind. The approximate
nalytical solution is obtained by truncating the infinite series of
q. �A3a� to N+3 terms such that

�̂��� � �̂N+3��� = �
m=0

N+3

rmTm���,� � �− 1,1� �A4�

The first four terms in the expansion of Eq. �A4� are obtained
xplicitly by enforcing the four boundary conditions specified in
q. �A1a�. Like terms are gathered and we formally present the
pproximate analytical solution as a linear combination

�̂��� � �̂N��� = �̂��� + �
k=1

N

qk
N�k���,� � �− 1,1� �A5a�

here

�̂��� = a1 + ��� + 1�a2 + �2	 �2

2
+ � +

1

2
�a3 �A5b�

atisfies the inhomogeneous, linear, boundary conditions while

���� = Tk��� − Tk�− 1� − �� + 1�Tk��− 1� − 	 �2

2
+ � +

1

2
�Tk��1�

+
1

6
�− �3 + 3�2 + 9� + 5�Tk��− 1� �A5c�

atisfies the original problem statement with homogeneous bound-
ry conditions. This representation uses a reformulated subscript
uch that m=k+3. Thus the k represents N integers and the reason
or the earlier truncation to N+3 terms becomes clear. Equations
or the derivatives of the approximate analytical solution are
ound by differentiating Eq. �A5a�.

Since the series truncation produces an approximate analytical
olution, Eq. �A5a� will not fully satisfy Eq. �A1a�. Instead, we

ntroduce the local residual function RN��̂N���� to satisfy the prob-
em statement such that

RN��̂N���� + M��̂N���� + g = 0, � � �− 1,1� �A6a�

here M� · � indicates a nonlinear ODE operator and g indicates
orcing data as a representation of Eq. �A1a�. The definition of the
esidual function becomes

RN��̂N���� = − M��̂N���� − g, � � �− 1,1� �A6b�

he collocation method minimizes the local residual function and
etermines the expansion coefficients �qk

N�k=1
N by way of the sifting

roperty

ˆ ˆ
�RN��N����,��� − � j��1 = �− M��N���� − g,��� − � j��1 = 0,

21015-8 / Vol. 131, DECEMBER 2009
j = 1,2,3, . . . ,N �A7a�
where the brackets follow Dirac’s notation and denote an inner
product of the residual function with a Dirac delta test function
with unity weight. As a result, the residual function is evaluated at
each of the collocation points to produce a series of algebraic
equations

RN��̂N�� j�� = 0 �A7b�
or

M��̂N�� j�� + g = 0 �A7c�
where the collocation points are defined by the standard
Chebyshev–Gauss–Lobatto open rule formula

� j = cos	2j − 1

2N
��, j = 1,2, . . . ,N �A7d�

The nonlinearities in the residual operator M� · � must be treated
before we employ a linear equation solver to obtain the colloca-
tion coefficients �qk

N�k=1
N . The stiffness associated with a highly

nonlinear ODE can cause the Newton–Raphson approach to
flounder as the Jacobian becomes poorly conditioned. In such a
case the method of steepest descent can be used, albeit with ex-
tremely slow convergence. The Levenberg–Marquardt method
�34� performs an optimum interpolation between the Newton–
Raphson method and the method of steepest descent �or gradient�
method. The reader is directed to Henley and Rosen �Ref. �35�,
pp. 202–204� for further directions as to its implementation.

Spatial convergence is analyzed a posteriori by integrating the
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approximate analytical solution over the domain of interest. Thus,

Transactions of the ASME



w

a

T
t
t
r

v
t
i
M
a
s

R

J

�
−1

1

�̂N���d� =�
−1
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qk
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−1

1

�k���d�, � � �− 1,1�

�A8a�
here

�
−1

1

�̂���d� = 2a1 + 2�a2 +
4

3
�2a3 �A8b�

�
−1

1

�k���d� =�
−1

1

Tk���d� − 2Tk�− 1� − 2Tk��− 1� −
5

3
Tk��1�

+ 2Tk��− 1� �A8c�
nd

�
−1

1

Tk���d� = �0 if k = odd

− 2

�k + 1��k − 1�
if k = even � �A8d�

o observe spatial convergence, we increment the number of
erms N in the approximate analytical solution, integrate the solu-
ion over the domain space using Eq. �A8a�, and observe the
elative error between successive increments.

Figure 5 demonstrates the spatial �Eq. �A8a�� and iterative con-
ergences of solutions to the steady extended meniscus evapora-
ion model �Eq. �A1a�� using a function �Eq. �A5a�� with increas-
ng terms via orthogonal collocation as solved by the Levenberg–

arquardt method. As shown, extending the approximate
nalytical solution to 100 terms provides an accurate, converged
olution.
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agnetohydrodynamic Correction in
ilm Boiling Heat Transfer on
iquid Metal in Presence of an Ideal
agnetic Field With Particular
eference to Fusion Reactor Project
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he author proposed a magnetohydrodynamic correction from a
orizontal surface in liquid-metal in the presence of an ideal mag-
etic field. The theoretical correction agrees qualitatively with the
vailable experimental measurements made on mercury in a high
agnetic field where transition/film boiling is expected.
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Introduction
The magnetohydrodynamic �MHD� single-phase flow has re-

eived considerable attention during the last few years, including
tudies of the flow properties from Shateyi et al. �1� and Asterios
2�, studies of the porous medium from Makinde and Sibanda �3�
nd Bhadauria �4�, a study of the melting behavior from Zhang et
l. �5�, and so on. With regard to the two-phase flow, where a lot
f research has been done, such as the research on the boiling of
arious fluids from Fujita �6� and Manglik �7� and including the
esearch on the boiling of liquid-metals from Michiyoshi �8�, not
uch work exists on MHD boiling and the phenomenon has re-

eived fewer attention than the conventional boiling. Despite it
ll, the MHD boiling phenomenon may play an important role in
echnologies such as the blanket design of future fusion reactors.
n reality some experiments have been initiated to examine this
ssue, for example, the Advanced Power Extraction �APEX�
roject and the evaporation of lithium and vapor extraction
EVOLVE� concept, which is an advanced concept capable of
andling high power densities with high power conversion effi-
iency �see Refs. �9,10��. The objective of the present work was to
nalyze film boiling heat and mass transfer of a liquid-metal from
horizontal surface in the presence of an ideal magnetic field. A

umber of models exist for the �MHD� nucleate boiling: Lykoudis
11� considered the slowing down effect of the magnetic field on
he growth rate of the bubbles in the case of a horizontal hot plate
urrounded by an electrically conducting fluid in the presence of a
orizontal magnetic field, and Takahashi et al. �12� studied the
ffect of a vertical magnetic field on the saturated nucleate pool
oiling of mercury on a horizontal surface. With regard to the
HD film boiling, no work exists as far as the author knows.

herefore, the MHD film boiling-type phenomenon appears to be
ore susceptible to attacks from the theoretical viewpoint; how-

ver, in reality a physical model for the effect of the magnetic
eld on the bubble frequency is still missing.

1Corresponding author.
Manuscript received June 20, 2008; final manuscript received March 6, 2009;
ublished online October 15, 2009. Review conducted by Yogesh Jaluria.

ournal of Heat Transfer Copyright © 20
2 Basic Assumptions
A film boiling liquid-metal under the Taylor–Helmholtz insta-

bility is assumed �Berenson’s model in Ref. �13��. Furthermore, a
homogeneous and ideal magnetic field is imposed parallel to the
heater surface.

Referring to Fig. 1, at a height � above the film, the pressure is
independent of its radius and equal to p0. The following relations
exist between p0, p1, and p2, where P �upper case� is the pressure
and p �lower case� is the pressure identical with the gravity

p2 − p0 = �l�
g

g0
�1�

p1 − p0 = �v�
g

g0
+ 2

�

R
�2�

where the second term on the right in the latter equation takes
account of the pressure difference due to the curvature of the
bubble and the surface tension. Solving the above two equations
for the pressure differences gives

p2 − p1 = ���l − �v�
g

g0
− 2

�

R
�3�

Now, when the medium is relatively high in conductivity, the
magnetic lines of force are attached to the matter and partaking its
streaming motions. So, in the approximation of the frozen field
�see Appendix�, we know that the curvature generates a magnetic
volumetric force on the bubble

�P

�r
=

B2

�R
�4�

On the other hand the radius of the bubble R and the average
height of the bubble � above the vapor film are given semi-
empirically and are obtained in experimental measurements

R = 2.35� g0�

g��l − �v�
, � = 3.2� g0�

g��l − �v�
�5�

Calculating the volume of the bubble and the surface projection in
the film boiling we can approximate the magnetic pressure under-
gone by the bubble of radius R and height � �see Fig. 1�

�Pmag =
1.54B2

�
�6�

hence, the total external pressure undergone by the bubble is now

p2 − p1 = ���l − �v�
g

g0
− 2

�

R
− �pmag �7�

where �pmag is given by Eq. �6�. On the other hand Berenson
demonstrated that the pressure generated by the vapor flow in the
film boiling between r2 and r1 in the theory of critical wave �see
Fig. 1� is given by

p2 − p1 =
20.8

�

�v�vl�T

g0a
4�vl�h

g0�

g��l − �v�
�8�

This pressure difference is supplied by the pressure difference
given by Eq. �7�. Combining Eqs. �5� and �7� gives the available
pressure difference

p2 − p1 = 2.34
g

g0
��l − �v�� g0�

g��l − �v�
− �pmag �9�

and is equal to Eq. �8�. A heat transfer coefficient may be defined
by applying the following equation:

h =
�vl

a
�10�

We finally have the heat transfer coefficient corrected by the mag-

netic field under the imposed assumptions
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h = ho�1 −
0.66 	 B2

�g��l − �v�� g0�

g��l − �v�
�

1/4

�11�

here h0 is the heat transfer coefficient without the presence of
he magnetic field B=0 and it naturally corresponds to the value
ound by Berenson

h0 = 0.62� �vl
3 �h�vlg��l − �v�

�v�T� g0�

g��l − �v�
�

1/4

�12�

Discussion and Experimental Data
When a horizontal magnetic field is applied, the buoyancy will

e restrained and more bubbles will remain longer in their nucle-
tion sites, with the possibility of a more direct transition from
ucleate to film boiling. Wagner and Lykoudis �14� saw this in an
xperiment with fields as low as 1.26 T when the temperature of a
eating plate rose to 200°C and above that when the field was not
pplied indicating the promotion to film boiling that would lead to
urnout �Fig. 2�. Bertodano et al. �15� noticed the boiling transi-
ion by examining the departure frequency with magnetic field
trength for a constant wall heat flux shown. Referring to Fig. 3,
he experimental data show that the heat transfer coefficient de-
reases with further increase in the magnetic field, where the
ualitatively good agreement between the experimental data and
he proposed MHD correction is clear in a high magnetic field
here the transition/film boiling regime is expected.

Summary and Conclusions
An analytical MHD correction, Eq. �11�, is derived, which pre-

icts that magnetic fields have a strong effect �decreases� on the
eat transfer coefficient for liquid-metal film and pool boiling.
he above equation agrees with the available experimental mea-
urements in a high magnetic field where the transition/film boil-
ng regime is expected, and where the suppression of boiling in
lm boiling has been thoroughly verified �14,15�.
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omenclature
a 
 vapor film thickness
B 
 magnetic field
g 
 gravity acceleration

g0 
 earth’s gravity
h 
 heat transfer coefficient
J 
 current density
P 
 pressure
R 
 curvature radius

�T 
 superheat temperature
u 
 velocity
V 
 volume

�h 
 enthalpy of vaporization

reek Symbols
� 
 average height of the bubble
� 
 thermal conductivity of the vapor
� 
 magnetic permeability
� 
 dynamical viscosity
� 
 density
� 
 surface tension, standardized with the gravity

�ij 
 magnetic stress tensor

ubscripts
v 
 vapor
l 
 liquid

vl 
 interface vapor-liquid
t 
 tangential
n 
 normal
o 
 earth value

mag 
 magnetic

ppendix

1 Frozen Magnetic Field. From Ampère’s law we may re-
rite the Lorentz force in terms of B alone. The vector identity

��B2/2� = �B 	 ��B + B 	 � 	 B �A1�

rom which, using �	B=�J

J 	 B = �B 	 ���B/�� − ��B2/2�� �A2�
he second term on the right of Eq. �A2� acts on the fluid in
xactly the same way as the pressure force −�p where the term
2 /2� is called the magnetic pressure and in many, if not most,
roblems it is of no dynamical significance. The first term on the
ight, we can write the ith component of this force as

B 	 �Bi/�� =
�

�xj
�BiBj

�
	 �A3�

here there is an implied summation over the index j. From this
e may show that the effect of the body force in Eq. �A3� is

xactly equivalent to a distributed set of fictitious stresses BiBj /�
cting on the surface of fluid elements. This can be established by
ntegrating Eq. �A3� over an arbitrary volume V and invoking
auss’ theorem. Since �	 �BiB�=B	�Bi+Bi� 	B=B	�Bi,
e find


 �B 	 ��Bi/���dV =� �Bi/��B 	 dS �A4�

he surface integral on the right of Eq. �A4� is equal to the cu-
ulative effect of the distributed stress system BiBj /� acting over

he surface of V. The tangential and normal stresses BtBn /� and

n
2 /� acting on the surface element dS give rise to a force B�B
dS��.

Equation �A4� tells us that this surface tension is, in turn,

ournal of Heat Transfer
equivalent to the integrated effect of the volume force �B	��
	�B /��. Since this is true for any volume V, it follows that the
body force �B	���B /�� and the stress system BiBj /� are en-
tirely equivalent in their mechanical action. In summary then, we
may replace the Lorentz force J	B by an imaginary set of
stresses

�ij = �BiBj/�� − �B2/2���ij �A5�

The second term on the right is the magnetic pressure, and �ij is
the Kronecker delta. These are called the Maxwell stresses and in
this manner we can represent the integrated effect of a distributed
body force by surfaces stresses alone. Take into account that

�u 	 ��u = V
�V

�s
êt −

V2

R
ên �A6�

Here, V= �u�, s is now a coordinate, measured along a magnetic
field line, êt and ên are unit vectors in the tangential and principal
normal directions, respectively, B= �B�, and R is the local radius of
curvature of the field line. So, the Lorentz force can be written as

J 	 B =
�

�s
� B2

2�
	êt −

B2

�R
ên − ��B2/2�� �A7�
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